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Introduction

Let k be a number field. It is a fascinating problem to determine the elliptic curves with

everywhere good reduction over k. It is well-known that there are no such curves over the

field of rational numbers. When k is an imaginary quadratic field, Stroeker [41] showed

that such a curve does not admit a global minimal model, and also that there is no such

curve over k provided that the class number of k is prime to 6. Hence the problem is solved

as far as we are concerned in this case.

It is natural that we next turn to the case where k is a real quadratic field. Another

reason we are interested in this case is related to Shimura’s elliptic curves obtained in the

following way. Let N be a positive fundamental discriminant and let χN be the associated

Dirichlet character. When the space SN = S2(Γ0(N), χN) of cuspforms of Neben-type of

weight two has a 2-dimensional Q-simple factor, Shimura [36] constructed a certain abelian

surface A defined over Q. Over the real quadratic field k = Q(
√

N), A splits as B × B′,

where B is an elliptic curve defined over k and B′ is the conjugate of B. We call B

Shimura’s elliptic curve over k. It is known that B is isogenous to B′ over k ([36]), and

that B has everywhere good reduction over k (cf. [3], [12], [18]). Conversely, an elliptic

curve E over a real quadratic field k with the properties stated above is conjectured to be

isogenous over k to Shimura’s elliptic curve (cf. Pinch [27]).

Hence the case of a real quadratic field is especially interesting. In this case, the

following are known:

• Several examples are known ([8], [17], [35], [37], etc.).

• There is a method of constructing Q-curves with everywhere good reduction over real

quadratic fields ([44]). Recall that a Q-curve is an elliptic curve defined over Q which

is isogenous over Q to any of its Galois conjugates.

• There are no elliptic curves with everywhere good reduction over Q(
√

5) or Q(
√

13)

([17], [27]).
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• A defining equation of Shimura’s elliptic curve is obtained for many fields ([10], [37].

See also [26]).

• Determination of such curves has been made under certain conditions ([8], [19]).

However, there has been known no result determining all elliptic curves with everywhere

good reduction over a real quadratic field.

In this thesis, we shall determine all elliptic curves with everywhere good reduction over

many real quadratic fields. More precisely, we prove

Theorem. (1) There are no elliptic curves with everywhere good reduction over Q(
√

m)

if m = 2, 3, 5, 10, 13, 15, 17, 21, 30, 34, 39, 42, 47, 53, 58, 66, 69, 70, 73, 74, 85, 89, 94 or

97.

(2) The elliptic curves with everywhere good reduction over k = Q(
√

m) are determined

for m = 6, 7, 14, 29, 33, 37, 41 and 65. All such curves are tabulated in Appendix B. The

number of k-isogeny classes is 2 if m = 65, 1 otherwise.

Kida [20] independently gives the same result for m = 2, 3, 6, 7, 14, 47, 94.

Here we should mention the relation of this theorem to the above mentioned conjecture.

Let d(m) be the discriminant of a quadratic field Q(
√

m). Then the structure of the

space Sd(m) is known. For the values of m in Theorem (1), Sd(m) has no 2-dimensional Q-

simple factor. For m = 6, 7, 29, 33, 37 and 41, Sd(m) is 2-dimensional and Q-simple; Sd(14)

is a direct product of a 2-dimensional Q-simple subspace and a 4-dimensional Q-simple

subspace; Sd(65) is a direct product of two Q-simple subspaces of dimension 2. (The above

calculations of Sd(m) are done by Y. Hasegawa and T. Hibino independently. For prime

m, see also [36].) Hence for these 32 values of m in the theorem, the conjecture is true.

In particular, our curves are all modular. It is worth remarking that, for m = 29, 37, 41

and 65, the curves have no complex multiplication. (For m = 6, 7, 14 and 33, the curves

over Q(
√

m) have complex multiplication.) For related topics concerning the modularity

of elliptic curves over number fields, see [14].

This thesis is organized as follows. In Chapter 1, we investigate elliptic curves admitting

a 3-isogeny defined over k and obtain a characterization of 6A1, 6A1′, 33A1 and 33A1′

(Proposition 1.7), and of 29A1, 29A1′, 29A2 and 29A2′ (Proposition 1.10). In Chapter 2,

we give criteria for every elliptic curve with everywhere good reduction over a real quadratic

field k to have a k-rational point of order 2 (Corollary 2.3), to admit a 3-isogeny defined

over k (Propositions 2.6 and 2.8), or to have cubic discriminant (Proposition 2.12). To
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obtain these criteria, the ramification properties of the field of n-division points (n = 2, 3)

are important. In Chapter 3, we show the nonexistence of elliptic curves with everywhere

good reduction for 24 real quadratic fields, or determine such curves over 8 real quadratic

fields. In the determination, the results obtained in Chapters 1 and 2 are used to reduce the

amount of computation. In Chapter 4, we solve some diophantine equations which are used

to determine the elliptic curves with everywhere good reduction over Q(
√

37), but are not

solved in Chapter 3. In Appendix A, we give an algebraic proof of Proposition 3.5, which is

crucial for the determination for the curves over Q(
√

29) and whose proof given in Chapter

3 are heavily relies on computer calculation. In Appendix B, we present tables of the elliptic

curves with everywhere good reduction over Q(
√

m) (m = 6, 7, 14, 29, 33, 37, 41, 65).

Now we introduce some notation used throughout this thesis. For an algebraic number

field k, we denote by Ok, O×
k and hk its ring of integers, its group of units and its class

number, respectively. If m is a divisor of k (that is, a formal product of a fractional ideal of

k and some infinite primes of k), hk(m) denotes the ray class number modulo m; write h
(2)
k

instead if m =
∏
p|2

p. If k is a real quadratic field, then ε is the fundamental unit greater

than 1, and, for x ∈ k, we denote its conjugate by x′. If k = Q(
√

m) with m ≡ 1 (mod 4),

then let ω = (1 +
√

m)/2.

For an elliptic curve E given by a Weierstrass equation

y2 + a1xy + a3y = x3 + a2x
2 + a4x + a6,

we define the associated quantities b2, b4, b6, b8, c4, c6, ∆ and j as usual. To specify the curve,

we denote b2(E), . . . , j(E) instead. (Note that these quantities except j(E) depends on the

choice of a model. Thus the meaning of b2(E) and so on are the corresponding quantities

of a model of E.) Let E[n] be the kernel of multiplication by n. When E is defined over

a field k, let E(k) be the group of k-rational points of E, E(k)tors the torsion subgroup of

E(k), and let E(k)[n] = E(k)∩E[n]. Also let k(E[n]) the extension of k generated by the

coordinates of all points in E[n]. When k is an algebraic number field and p is a prime

ideal of k, let Ep be the reduction of E modulo p.
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Chapter 1

Curves with 3-isogeny

Let k be a real quadratic field. In this chapter, we investigate elliptic curves having every-

where good reduction over k and admitting a 3-isogeny defined over k. Throughout this

chapter, we assume that hk is prime to 6. This assumption will make our arguments simple

in several situations. For example,

Lemma 1.1 (Setzer [34]). Let k be a number field whose class number is prime to 6.

Then every elliptic curve with everywhere good reduction over k admits a global minimal

model.

Let E1 and E2 be elliptic curves defined over k which are 3-isogenous over k. We define

a rational function J(x) by

J(x) =
(x + 27)(x + 3)3

x
.

Then, by Pinch [28], the j-invariants of E1 and E2 can be written as

j(E1) = J(t1), j(E2) = J(t2), t1, t2 ∈ k, t1t2 = 36.

(This is nothing but a parametrization of the modular curve Y0(3).) Suppose further that

E1 and E2 have everywhere good reduction over k. Then j(E1) and j(E2) ∈ Ok and hence

t1 and t2 ∈ Ok. We also have

Lemma 1.2 (Setzer [35]). Let E be an elliptic curve with everywhere good reduction

over a quadratic field. Then j(E) ̸= 0, 1728.

From the relations

j(E1) =
c4(E1)

3

∆(E1)
=

(t1 + 27)(t1 + 3)3

t1
, (1.1)

j(E1) − 1728 =
c6(E1)

2

∆(E1)
=

(t21 + 18t1 − 27)2

t1
, (1.2)
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the principal ideals ((ti + 27)/ti) and (ti) (i = 1, 2) are a cube and a square, respectively,

since the principal ideal (∆(Ei)) is a 12-th power. From these we easily see that, for i = 1, 2,

(ti) =


(1), (729) if 3 is inert,

(1), (27), (729) if 3 ramifies,

(1), p6, p′6, (729) if (3) = pp′, p and p′ are distinct prime ideals of k.

Since j(E1) ̸= 0 by Lemma 1.2, we see from (1.1) that(
c4(E1)

t1 + 3

)3

= ∆(E1)

(
1 +

27

t1

)
( ̸= 0).

If (t1) = (1), then (
c4(E1)

t1 + 3

)3

= ∆(E1)(1 + 27u), u =
1

t1
∈ O×

k .

If (t1) = (729), then(
3c4(E1)

t1 + 3

)3

= ∆(E1)(u + 27), u =
729

t1
∈ O×

k .

If 3 ramifies in k and (t1) = (27), then(
c4(E1)

t1 + 3

)3

= ∆(E1)(1 + u), u =
27

t1
∈ O×

k .

Suppose that 3 splits and (t1) = p6, where p is a prime ideal dividing 3. Since (hk, 6) = 1,

p is principal, say p = (π), π ∈ Ok. Hence(
πc4(E1)

t1 + 3

)3

= ∆(E1)(π
3 ± π′3u), u =

π6

t1
∈ O×

k .

Hence to investigate curves with 3-isogeny, we need to study the equations

X3 = u + 27v, X3 = u + v, X3 = π3u + π′3v,

where X ∈ Ok, u, v ∈ O×
k , 3 = ±ππ′. Though to solve these equations is difficult in

general, we can solve them under certain condition, for example either u or v is a cube in

k. We first treat the case.

Lemma 1.3. Let k be a quadratic field having class number prime to 6. The equation

X3 = 1 + 27u, X ∈ Ok, u ∈ O×
k (1.3)
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has no solutions unless k = Q(
√

6), Q(
√

33), when the only solutions are

(X, u) = (4 ±
√

6, 5 ± 2
√

6), (−(5 ±
√

33),−(23 ± 4
√

33)),

respectively. Note that 5 + 2
√

6 (resp. 23 + 4
√

33) is a fundamental unit of Q(
√

6) (resp.

Q(
√

33)).

Proof. First we consider the case where 3 is ramified. Since hk is odd, we have (3) = (π2),

π ∈ Ok. Writing (1.3) as

27u = (X − 1)(X2 + X + 1),

we have

X − 1 = πav, X2 + X + 1 = π6−aw, v, w ∈ O×
k , a ∈ Z, 0 ≤ a ≤ 6,

whence

π2av2 + 3πav + 3 = π6−aw. (1.4)

The cases a = 0, 2, 3, 5, 6 immediately lead to contradictions. If a = 1, then

Π2 + 3Π + 3 = π5w,

where Π = πv. Taking the norms of both sides, we have

Trk/Q(Π)2 + (Nk/Q(Π) + 3) Trk/Q(Π) + (Nk/Q(Π) + 6) = ±34.

If Nk/Q(Π) = −3, then Trk/Q(Π) cannot be rational. If Nk/Q(Π) = 3, then Trk/Q(Π) = −12

or 6. The former corresponds to Π = −6±
√

33, X = −5±
√

33, the latter to Π = 3±
√

6,

X = 4 ±
√

6.

If a = 4, then we similarly obtain

Trk/Q(Π)2 + (Nk/Q(Π) + 3) Trk/Q(Π) + (Nk/Q(Π) + 3 + 37) = ±3,

where Π = π4v. For all possibilities, Trk/Q(Π) cannot be rational.

In the case where 3 is inert, a similar argument works and we can show that there are

no solutions in this case.

Finally, we consider the case 3 = pp′, where p and p′ are distinct prime ideals of k.

Then, for some a, a′ ∈ Z, 0 ≤ a, a′ ≤ 3, (X − 1) = pap′a′
, (X2 + X + 1) = p3−ap′3−a′

. If

a = a′, then (X − 1) = (3)a, (X2 + X + 1) = (3)3−a. Hence a similar argument works also

in this case. If a ̸= a′, then, using (hk, 6) = 1, we can deduce that p, p′ are principal. For

example, if a = 1, a′ = 3 (the remaining cases are similar), then (X − 1) = pp′3 = (3)p′2.
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Hence p′2 is principal. Since (hk, 6) = 1, we see that p′ = (π′), p = (π) for some π ∈ Ok.

Hence (X − 1) = (3π′2), (X2 + X + 1) = (π2), and we can treat this case analogously and

conclude that there are no solutions in the case where 3 splits. 2

The following three lemmas can be proved similarly.

Lemma 1.4. Let k be a quadratic field. Then the equation

X3 = 1 + u, X ∈ Ok, u ∈ O×
k

has only the solution X = 0, u = −1.

Lemma 1.5. Let k be a real quadratic field in which 3 splits as 3 = ±ππ′, π, π′ ∈ Ok,

(π) ̸= (π′). Then the equation

X3 = π3 + π′3u, X ∈ Ok, u ∈ O×
k

has no solutions.

Lemma 1.6. Let k be a quadratic field. Then the equation

X3 = u + 27, X ∈ Ok, u ∈ O×
k

has no solutions.

Using these lemmas, we can prove the following characterization of 6A1, 6A1′, 33A1

and 33A1′:

Proposition 1.7. Let k be a real quadratic field having class number prime to 6. Then

6A1, 6A1′, 33A1 and 33A1′ are the only elliptic curves having everywhere good reduction

over k, having cubic discriminant, and admitting a 3-isogeny defined over k.

Proof. Let E1 be an elliptic curve satisfying the above properties and let E2 be a 3-

isogenous curve. Then j(E1) = J(t1), j(E2) = J(t2), t1, t2 ∈ Ok, t1t2 = 36. By Lemma

1.1, we can take ∆(E) = v3, v ∈ O×
k . The argument given above shows that there exist

X ∈ Ok\{0} and u ∈ O×
k such that

X3 = 1 + 27u if (t1) = (1), or (1.5)

X3 = u + 27 if (t1) = (729), or (1.6)

X3 = 1 + u if 3 is ramified and (t1) = (27), or (1.7)

X3 = π3 + π′3u if 3 = ±ππ′ and (t1) is (π6) or (π′6). (1.8)
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Note that in equation (1.5), X = c4(E1)/(t1 + 3)v, u = 1/t1. By Lemmas 1.4, 1.5 and

1.6, no equations (1.6), (1.7) and (1.8) have solutions. From Lemma 1.3, only the units

satisfying equation (1.5) are u = 5 ± 2
√

6 and −(23 ± 4
√

33). If u = 5 ± 2
√

6, that is

t1 = 5∓2
√

6, then j(E1) = J(t1) = 8000. If u = −(23±4
√

33), that is t1 = −(23∓4
√

33),

then j(E1) = −32768. We have two curves over Q(
√

6) (resp. Q(
√

33)) having j = 8000

(resp. j = −32768), namely 6A1, 6A1′ (resp. 33A1, 33A1′). Since exactly two prime

numbers ramify in Q(
√

6) or Q(
√

33), they are all such curves by Theorem 2 of [35]. 2

In the rest of this chapter, the symbol 2 stands for a square in a real quadratic field.

To obtain a characterization of curves over Q(
√

29), we solve X3 = u+27v when uv = ±2

Lemma 1.8. (1) The equation 27Y 2 = X3 − 676 (X,Y ∈ Z) has no solutions.

(2) The equation 27Y 2 = X3 + 784 (X,Y ∈ Z) has no solutions.

(3) The only X,Y ∈ Z satisfying 27Y 2 = X3 + 676 are (X,Y ) = (−1,±5), (26,±26).

(4) The only X,Y ∈ Z satisfying 27Y 2 = X3 − 784 are (X,Y ) = (19,±15), (28,±28).

Proof. Let A be one of ±676,±784. If X,Y ∈ Z satisfy 27Y 2 = X3 +A, then (3X, 27Y )

is an integral point of the elliptic curve

EA : y2 = x3 + 27A.

If A = 784 or −676, then EA(Q) = {O} is shown by 2-descent. (Cremona’s program mrank

took only a few second to compute EA(Q) on Sparc station SS4, CPU110MHZ.) The only

integral points (x, y) on E676 are

(78,±702), (13,±143), (−3,±135), (−26,±26), (22,±170), (1573,±62387),

among which (78,±702) = (3 · 26,±27 · 26) and (−3,±135) = (3 · (−1),±27 · 5) satisfy

3 | x, 27 | y. The only integral points (x, y) on E−784 are

(84,±756), (28,±28), (57,±405), (1708,±70588),

among which (84,±756) = (3 · 28,±27 · 27) and (57,±405) = (3 · 19,±27 · 15) satisfy 3 | x,

27 | y. The computations of the integral points of E676 and E−784 are done using KASH

version 1.8 and took about 28 seconds and 18 seconds, respectively. 2

Remark. Using Cremona’s program mwrank, we see that E−784(Q) = ⟨(84, 756)⟩ ∼= Z
and E676(Q) = ⟨(78, 702)⟩ ⊕ ⟨(−26, 26)⟩ ∼= Z ⊕ Z.
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Lemma 1.9. Let k be a real quadratic field. If there exists u, v ∈ O×
k , X ∈ Ok such

that X3 = u + 27v, uv = ±2, then k = Q(
√

29) and (u, v,X) = (±ε3n+1,∓ε3n−1,∓εn−1),

(±ε3n−1,∓ε3n+1,∓εn+1) (n ∈ Z). Here ε = (5 +
√

29)/2 is a fundamental unit of k.

Proof. Let X ∈ Ok, u, v ∈ O×
k such that X3 = u+27v, uv = ±2. We may suppose that

Nk/Q(u) = Nk/Q(v) = 1 by changing, if necessary, u, v, X to ε3u, ε3v, εX, respectively.

Taking the norms of both sides, we have

Nk/Q(X)3 = 730 + 27 Trk/Q(uv′).

Since uv = ±2, we have uv′ = uv/v2 = ±w2 for some w ∈ O×
k . Hence Nk/Q(X)3 =

730 ± 27 Trk/Q(w2) = 730 ± 27(Trk/Q(w)2 − 2Nk/Q(w)). If the sign is +, then

27 Trk/Q(w)2 = Nk/Q(X)3 − 730 + 54Nk/Q(w)

=

{
Nk/Q(X)3 − 676 if Nk/Q(w) = 1,

Nk/Q(X)3 − 784 if Nk/Q(w) = −1.

It follows from Lemma 1.8 that Nk/Q(w) = −1 and Trk/Q(w) = ±15 or ±28, that is,

w = ±(15 ±
√

229)/2 or ±(14 ±
√

197). If w = ±(15 ±
√

229)/2, then (u + 27v) = p3,

where p is a prime ideal of Q(
√

229) dividing 19. Since the class number of Q(
√

229) is 3

and p is not principal, we see that u+27v is not a cube in Q(
√

229). If w = ±(14±
√

197),

then u + 27v = v · 23 · 7(15 ±
√

197)/2. Since 7 = ππ′, π = (15 +
√

197)/2, we see that

π2 || (u + 27v) or π′2 || (u + 27v), and hence u + 27v is not a cube in Q(
√

197).

If the sign is −, then

27 Trk/Q(w)2 = (−Nk/Q(X))3 + 730 + 54Nk/Q(w)

=

{
(−Nk/Q(X))3 + 784 if Nk/Q(w) = 1,

(−Nk/Q(X))3 + 676 if Nk/Q(w) = −1.

By Lemma 1.8, Nk/Q(w) = −1 and Trk/Q(w) = ±5 or ±26, that is, w = ±(13 ±
√

170) or

±(5±
√

29)/2. If w = ±(13±
√

170), then (u + 27v) = (26(12±
√

170)) = p3
2p

2
13p

′
13, where

(2) = p3
2, (13) = p13p

′
13. Thus u+27v is not a cube in Q(

√
170). If w = ±(5±

√
29)/2, then

u + 27v = vε±2 (ε = (5 +
√

29)/2). Thus, if X3 = u + 27v, then we must have v = ±ε3n−1,

X = ±εn−1, or v = ±ε3n+1, X = ±εn+1 for some n ∈ Z. 2

Remark. In his paper [26], Nakamura proves that the only m ∈ Z and x ∈ Ok satisfying

x3 = ε4+12m − 27ε2 are m = 0 and x = −1. This result readily follows from Lemma 1.9.

Using Lemma 1.9, we can prove the following.
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Proposition 1.10. Let k be a real quadratic field. If there exists an elliptic curve E

with everywhere good reduction over k given by a global minimal model with j(E) = J(t)

(t ∈ Ok, (t) = (1) or (729)) and ∆(E) = ±2, then k = Q(
√

29) and E is isomorphic over

k to 29A1, 29A1′, 29A2 or 29A2′.

Proof. Suppose that there exists such a curve E. Let

X =

{
c4(E)/(t + 3) if (t) = (1),

3c4(E)/(t + 3) if (t) = (729),

u =

{
∆(E) if (t) = (1),

729∆(E)/t if (t) = (729),
v =

{
∆(E)/t if (t) = (1),

∆(E) if (t) = (729).

Since t1/∆(E1) is a square from (1.2),

X3 = u + 27v, X ∈ Ok, u, v ∈ O×
k , uv = ±2.

Hence, by Lemma 1.9, k = Q(
√

29), u/v = −ε±2, where ε = (5+
√

29)/2 is the fundamental

unit of Q(
√

29) greater than 1. If (t) = (1), then t = u/v = −ε2,−ε′2, and j(E) is equal to

J(−ε2) = (5ε−2)3/ε4 or J(−ε′2) = (5ε′−2)3ε4. If (t) = (729), then t = 729v/u = −729ε2,

−729ε′2, and j(E) is equal to J(−729ε2) = −(1 + 216ε′2)3ε14 or J(−729ε′2) = −(1 +

216ε2)3ε′14. The values of j-invariant obtained above are those of 29A1, 29A1′, 29A2 and

29A2′. Hence a result of Ishii (see [37], Lemma 1.5) implies our assertion. 2
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Chapter 2

Some criteria

In this chapter, we give criteria for every elliptic curve with everywhere good reduction

over a real quadratic field k to have a k-rational point of order 2 (Corollary 2.3), to admit

a 3-isogeny defined over k (Propositions 2.6 and 2.8), or to have a cubic discriminant

(Proposition 2.12). To obtain these criteria, the study of ramification properties of the

field of n-division points (n = 2, 3) is important.

2.1 Fields of 2-division points

We recall the following well-known fact (see [38], p. 184):

Lemma 2.1 (Criterion of Néron-Ogg-Shafarevich). For a natural number n and an

elliptic curve E defined over a number field k, the primes that can ramify in k(E[n])/k are

primes of bad reduction, prime divisors of n and infinite primes. 2

Let E be an elliptic curve defined over a number field k. It is easy to see that k(E[2]) is

the splitting field of f(x) = 4x3+b2(E)x2+2b4(E)x+b6(E), and k(
√

disc(f)) = k(
√

∆(E)).

Hence, together with Lemma 2.1, we obtain:

Proposition 2.2. Let E be an elliptic curve defined over a number field k. If E has

good reduction outside 2 and has no k-rational point of order 2, then k(E[2])/k(
√

∆(E))

is a cyclic cubic extension unramified outside 2. In particular, h
(2)

k(
√

∆(E))
is a multiple of

3. 2

Using this, we can prove a criterion for every elliptic curve defined over a real quadratic

field k to be admissible. Recall that an elliptic curve defined over a number field k is called

admissible if it satisfies the conditions below:

(1) it has everywhere good reduction over k;

12



(2) it has a k-rational point of order 2;

Let k be a real quadratic field and E an elliptic curve with everywhere good reduction

over k. Then the principal ideal (∆(E)) is a 12-th power, say (∆(E)) = a12. Assume

first that the class number of k is prime to 6. Then a = (α) for some α ∈ k×, and thus

k(
√

∆(E)) is one of the field k, k(
√
−1) or k(

√
±ε) (see also Lemma 1.1). Assume next

that hk = 2. Then (∆(E)) = (a2)6 = (α)6 for some α ∈ k×. Hence in this case, we also see

that k(
√

∆(E)) is one of the fields k, k(
√
−1) or k(

√
±ε).

Combining the above argument with Proposition 2.2, the following immediately follows:

Corollary 2.3. If the class number of k is prime to 6 or is equal to 2, h
(2)
k , h

(2)

k(
√
−1)

and

h
(2)

k(
√
±ε)

are all prime to 3, then each elliptic curve with everywhere good reduction over k

is admissible. 2

2.2 Fields of 3-division points, I

Let L = k(E[3]), F = k(
√
−3), K = k( 3

√
∆(E)), M = FK = k( 3

√
∆(E),

√
−3), G =

Gal(L/k). It is known that L contains F and K ([33], p. 305, [38], p. 98).

k
¡

¡
¡

@
@

@

FK
¡

¡
¡

@
@

@
M

L

By a faithful representation on E[3], we regard G as a subgroup of GL2(F3) whose order

is 48 = 24 · 3. We know when G is a 2-group:

Lemma 2.4. G is a 2-group (that is, [k(E[3]) : k] is not divisible by 3) if and only if

∆(E) is not a cube in k.

Proof. See [33], § 5.3. 2

Let

σ =

[
0 1
1 0

]
, τ =

[
1 −1
1 1

]
, g =

[
1 1
0 1

]
.
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Then ⟨σ, τ⟩, g⟨σ, τ⟩g−1 and g−1⟨σ, τ⟩g are the 2-Sylow subgroups of GL2(F3). They are

isomorphic to SD16, the semi-dihedral group of order 16:

SD16 = ⟨σ, τ | σ2 = 1, τ 8 = 1, στσ = τ 3⟩. (2.1)

Lemma 2.5. Let k be a real quadratic field and p
(1)
∞ , p

(2)
∞ the real primes of k. Assume

that the ray class number of k modulo (3)p
(1)
∞ p

(2)
∞ is not divisible by 4. If E is an elliptic

curve having everywhere good reduction over k and admitting no 3-isogeny defined over k,

then the 3-division polynomial of E is irreducible over k.

Proof. Let xi (i = 1, 2, 3, 4) be the x-coordinate of the point of order 3, that is, the roots

of the 3-division polynomial ψ3(x) = 3x4 + b2(E)x3 + 3b4(E)x2 + 3b6(E)x + b8(E) ∈ k[x].

By assumption, ψ3(x) has no roots in k. Suppose that ψ3(x) is a product of two irreducible

quadratic polynomials. Then k(x1, x2, x3, x4) is an abelian extension of k of degree 2 or 4

unramified outside {3, p(1)
∞ , p

(2)
∞ }. Thus, by assumption, it follows that k(x1, x2, x3, x4) =

k(
√
−3). Since the maximal real subfield of k(

√
−3) is k, none of x1, x2, x3, x4 are real,

This contradicts E(R)[3] is a cyclic group of order 3 ([39], Chapter V, Corollary 2.3.1, or

[40], Chapter II). 2

Proposition 2.6. Let k be as in Lemma 2.5 and let E be an elliptic curve with every-

where good reduction over k. If ∆(E) is a cube in k, then E admits a 3-isogeny defined

over k.

Proof. Suppose that E admits no 3-isogeny defined over k. Then, by Lemmas 2.4 and

2.5, the order of G is 4, 8 or 16. In any case, G has a normal subgroup of N such that G/N

is of order 4, in other words, the ray class number of k modulo (3)p
(1)
∞ p

(2)
∞ is divisible by 4

in all cases. In fact, if #G = 4 or 8, it is clear. If #G = 16, then G = ⟨σ, τ⟩ is a 2-Sylow

subgroup of GL2(F3), where σ, τ are as in (2.1). The group ⟨τ 2⟩ is a normal subgroup of

G and G/⟨τ 2⟩ is isomorphic to the Klein 4-group. This contradicts our assumption. 2

Here we give a simple criterion for Gal(k(E[3])/k) = GL2(F3):

Lemma 2.7. Let E be an elliptic curve defined over an algebraic number field k. If

k does not contain
√
−3, 3

√
∆(E), and E does not admit a 3-isogeny defined over k, then

Gal(k(E[3])/k) = GL2(F3), Gal(k(E[3])/k(
√
−3)) = SL2(F3).

Proof. By Lemma 2.4, the order of G = Gal(k(E[3])/k) is divisible by 3. Hence, by

Proposition 15 of [33], G contains SL2(F3) or is conjugate to a subgroup of

[
∗ ∗
0 ∗

]
. Since the

14



latter means that E admits a 3-isogeny defined over k and is excluded by the assumption,

we have G ⊃ SL2(F3). Since
√
−3 ̸∈ k, we see from the commutative diagram below that

det : G → F×
3 is surjective.

Gal(k(E[3])/k) −−−→ GL2(F3)

Res

y ydet

Gal(k(
√
−3)/k)

∼=−−−→ F×
3

Hence G = GL2(F3). The diagram also shows that Gal(k(E[3])/k(
√
−3)) = SL2(F3). 2

Proposition 2.8. Let k be a real quadratic field. Let E be an elliptic curve with

everywhere good reduction over k given by a global minimal equation whose discriminant

∆(E) ∈ O×
k is not a cube in k. If the ray class number modulo (3) of the field k( 3

√
ε,
√
−3)

is odd, then Gal(k(E[3])/k) is conjugate to the group

[
1 ∗
0 ∗

]
or

[
∗ ∗
0 1

]
. In particular, there

is a basis (P1, P2) of E[3] such that either P1 is a k-rational point of order 3 on E, or ⟨P1⟩
is a k-rational subgroup of order 3 and the image of P2 in the 3-isogenous curve E/⟨P1⟩ is

a k-rational point of order 3.

Proof. Since ∆(E) is not a cube, we have M = k( 3
√

ε,
√
−3), K = k( 3

√
ε). Since L

contains M which is a Galois extension of k with Galois group isomorphic to the symmetric

group of degree 3, G is not a commutative groups of order at least 6. Suppose E admits no

3-isogeny defined over k. Then G = GL2(F3) by Lemma 2.7, and hence H := Gal(L/K) is

a 2-Sylow subgroup of GL2(F3). Let σ, τ be generators of H as in (2.1). Since σ and τ has

determinant −1, we have Gal(L/M) = H ∩ SL2(F3) = ⟨στ, τ 2⟩. Hence the fixed field of

⟨τ 2⟩ is a quadratic extension of M unramified outside 3, a contradiction. Hence E admits

a 3-isogeny defined over k, that is, G is conjugate to a subgroup of B =

[
∗ ∗
0 ∗

]
. Supposing

G = B, we see that L/M is a quadratic extension unramified outside 3. This is again a

contradiction. Hence G is non-commutative group of order 6. Such a subgroup of GL2(F3)

is conjugate to one of the groups stated in the lemma. 2

2.3 Fields of 3-division points, II

If 3 is unramified in k, we can obtain detailed information for the ramification of 3:

Lemma 2.9 (Serre [33]). Let k be an algebraic number field in which a prime number

p is unramified. Let p be a prime ideal of k dividing p. Let E be an elliptic curve defined
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over k and let Zp, Tp ⊂ Gal(k(E[3])/k) be the decomposition group and inertia group of p,

respectively.

(1) If E has ordinary reduction at p, then Tp is conjugate to

[
∗ 0
0 1

]
or

[
∗ ∗
0 1

]
.

(2) If E has supersingular reduction at p, then Tp is isomorphic to F×
p2, hence is a cyclic

group of order p2 − 1, and

Zp =

{
Tp if Ok/p ⊃ Fp2 ,

N(Tp) if Ok/p ̸⊃ Fp2 ,

where N(Tp) is the normalizer of Tp in GL2(Fp). The order of N(Tp) is 2(p2 − 1). 2

Using this, we will obtain a criterion for E to have cubic discriminant (Proposition 2.12

below). Note that the discriminant being a cube or not is independent of the choice of a

model.

Let L, F , K, M and G as in the previous section.

Lemma 2.10. Let k be a real quadratic field. Assume that 3 is unramified in k and the

class number of F is prime to 3. Let E be an elliptic curve with everywhere good reduction

over k given by a global minimal equation whose discriminant ∆(E) ∈ O×
k is not a cube

in k. (Hence K = k( 3
√

ε), M = k( 3
√

ε,
√
−3).) Then E has ordinary good reduction at all

primes of k lying above 3.

Proof. (The essential part of the following proof is due to M. Kida.) Let p be a prime

ideal of k dividing 3. Note that p is ramified in K and F : pOF = P2
F . Suppose that E

has supersingular reduction at p. Then, by Lemma 2.9, the decomposition group of p is

a 2-group. Hence p cannot be totally ramified in K/M . Therefore pOK = P2
KP′

K , where

PK and P′
K are distinct prime ideals of K. Since M/k is a Galois extension, we have

pOM = (PP′P′′)2 with three distinct prime ideals P,P′,P′′ of M . It follows that PF

splits completely in M .

Hence, if 3 remains prime in k, then M/F is an unramified cyclic extension of degree

three. This is a contradiction.

Next consider the case where 3 decomposes in k: 3Ok = pp′, 3OF = (PF P′
F )2. Since

M = F ( 3
√

ε) is a Kummer extension of degree 3 over F , we see, by Theorem 119 of [16],

that PF splits completely in M if and only if the congruence

X3 ≡ ε (mod P4
F ) (2.2)

is solvable in OF . Let σ be an element of Gal(F/Q) such that σ|k is the non-trivial element

of Gal(k/Q). Applying σ to the congruence (2.2), we have a solution Nk/Q(ε)Xσ of the
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congruence

Y 3 ≡ ε−1 (mod P′4
F ).

This means that P′
F also decomposes in M . Hence M/F is again an unramified cyclic

extension of degree three. 2

Lemma 2.11. Let k and E be as in Lemma 2.10. If the class number of K = k( 3
√

ε)

is odd, then E admits a 3-isogeny defined over k.

Proof. Since ∆(E) is not a cube, the order of G is divisible by 3 by Lemma 2.4. Suppose

that E does not admit any 3-isogeny defined over k. Then G = GL2(F3) by Lemma 2.7.

Hence Gal(L/K) = ⟨σ, τ⟩ is a 2-Sylow subgroup of GL2(F3), where σ, τ are as in (2.1).

Since, by Lemma 2.10, E has ordinary good reduction at any primes of k lying above 3,

we can apply the argument in the proof of Proposition 5.6 of [2] to this case and we see

that the fixed field of ⟨σ, τ 2⟩ is an unramified quadratic extension of K. 2

Proposition 2.12. Let k be a real quadratic field. Then the discriminant of every

elliptic curve with everywhere good reduction over k is a cube in k if the following conditions

hold:

(1) The class number of k is prime to 6;

(2) 3 is unramified in k;

(3) The class number of k(
√
−3) is prime to 3;

(4) The class number of k( 3
√

ε) is odd;

(5) For some prime ideal p of k dividing 3, the congruence X3 ≡ ε (mod p2) does not

have a solutions X ∈ Ok.

Proof. Suppose that there exists an elliptic curve E whose discriminant is not a cube in

k. By (1) and Lemma 1.1, E admits a global minimal model. By (2), (3), (4) and Lemma

2.11, E admits a 3-isogeny f : E → Ē defined over k. Let, as in Chapter 1, j(E) = J(τ),

j(Ē) = J(τ̄), τ, τ̄ ∈ Ok, τ τ̄ = 36. Since Ē admits a 3-isogeny over k and k ̸= Q(
√

6),

Q(
√

33), ∆(Ē) is not a cube (Proposition 1.7). Hence, by considering the dual of f if

necessary, we may assume that (τ) = (1) if (3) is a prime ideal, that (τ) = (1) or p6 if

(3) = pp′. If (τ) = (1), then X3 = u + 27v, X ∈ Ok, u, v ∈ O×
k , u ̸∈ k×3. Without loss

of generality, we may assume that u = ε±1. If u = ε, then X3 = ε + 27v ≡ ε (mod p2).

If u = ε−1, then (Nk/Q(ε)X ′)3 = ε + 27v′ ≡ ε (mod p2). In case (τ1) = p6, we can prove

similarly. 2
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Chapter 3

Determination of elliptic curves with
everywhere good reduction over real
quadratic fields

In this chapter, we show the nonexistence of elliptic curves with everywhere good reduction

over 24 real quadratic fields, and determine such curves over 8 real quadratic fields.

3.1 Admissible curves

Let k be a real quadratic field and E an elliptic curve with everywhere good reduction over

k. To check the assumptions of Corollary 2.3, we compute h
(2)
k , h

(2)

k(
√
−1)

and h
(2)

k(
√
±ε)

(Table

3.1). The bold-faced numbers in the table are the ones divisible by 3. We exclude m = 79

and 82, because hQ(
√

79) = 3, hQ(
√

82) = 4.

m k k(
√
−1) k(

√
ε) k(

√
−ε) m k k(

√
−1) k(

√
ε) k(

√
−ε)

2 1 1 1 1 3 1 1 1 2
5 1 1 1 1 6 1 2 1 1
7 1 1 1 4 10 2 2 2 2

11 1 3 1 2 13 1 1 1 1
14 1 4 1 1 15 2 2 2 8
17 1 2 1 1 19 1 3 1 6
21 1 2 1 1 22 1 2 1 3
23 1 3 1 4 26 2 6 2 2
29 1 3 1 1 30 2 4 1 8
31 1 3 1 8 33 1 2 1 3
34 2 8 1 8 35 2 6 2 16
37 3 3 3 3 38 1 6 1 3
39 2 4 1 4 41 1 4 1 1
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m k k(
√
−1) k(

√
ε) k(

√
−ε) m k k(

√
−1) k(

√
ε) k(

√
−ε)

42 2 4 2 4 43 1 3 1 10
46 1 4 1 3 47 1 5 1 8
51 2 12 4 8 53 1 3 1 1
55 2 4 1 12 57 1 2 1 3
58 2 2 2 2 59 1 9 1 6
61 1 3 1 1 62 1 8 1 3
65 2 8 2 2 66 2 16 1 8
67 1 3 1 14 69 1 4 1 3
70 2 4 1 16 71 1 7 3 4
73 1 2 1 1 74 2 10 2 2
77 1 4 1 3 78 2 4 2 12
83 1 9 1 10 85 2 4 4 4
86 1 10 1 3 87 2 6 2 8
89 1 6 1 1 91 2 6 2 48
93 1 2 1 3 94 1 8 1 5
95 2 8 1 12 97 1 2 1 1

Table 3.1: h
(2)
K (K = k, k(

√
−1), k(

√
±ε))

We thus obtain

Proposition 3.1. Every elliptic curve with everywhere good reduction over Q(
√

m) is

admissible if m is one of 2, 3, 5, 6, 7, 10, 13, 14, 15, 17, 21, 30, 34, 39, 41, 42, 47, 58, 65,

66, 70, 73, 74, 85, 94, 97.

In his paper [8], Comalada characterizes real quadratic fields admitting an admissible

curve by means of some diophantine equations. Solving the diophantine equations explic-

itly, he showed that there exists an admissible elliptic curve over k = Q(
√

m) (1 < m < 100)

if and only if m = 6, 7, 14, 22, 38, 41, 65, 77 or 86. Moreover, for these m, the k-isomorphism

classes of such curves are determined and listed in [8], § 5.

Combining this and Proposition 3.1 we obtain:

Theorem 3.2. (1) If m = 2, 3, 5, 10, 13, 15, 17, 21, 30, 34, 39, 42, 47, 58, 66, 70,

73, 74, 85, 94 or 97, then there are no elliptic curves with everywhere good reduction over

Q(
√

m).

(2) If m = 6, 7, 14, 41 or 65, then every elliptic curve with everywhere good reduction

over Q(
√

m) is admissible. Thus the curves Ei (1 ≤ i ≤ 18, 23 ≤ i ≤ 40) listed in § 5 of

[8], and thus the curves in the table in Appendix B are all curves having everywhere good

reduction over these fields.

Combining Comalada’s result, Proposition 2.2 and the computation hK(m2), we also

obtain the following:
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Lemma 3.3. (1) If m = 29, 53 or 89, then every elliptic curve with everywhere good

reduction over Q(
√

m) has a global minimal model whose discriminant is of the form −ε2n

(n ∈ Z).

(2) If m = 33 or 69, every elliptic curve with everywhere good reduction over Q(
√

m)

has a global minimal model whose discriminant is of the form −ε2n+1 (n ∈ Z).

For curves over Q(
√

37), we cannot get any information on the sign and the parity of

the exponent of the discriminant, since h
(2)
k = h

(2)

k(
√
−1)

= h
(2)

k(
√
±ε)

= 3.
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3.2 The cases m = 29, 33 or 69

Let k = Q(
√

m), 1 < m < 100 be square-free. Suppose that (hk, 6) = 1 and m is not

appeared in Theorem 3.2. That is, m = 11, 19, 22, 23, 29, 31, 33, 37, 38, 43, 46, 53, 57,

59, 61, 62, 67, 69, 71, 77, 83, 86, 89 or 93. Then hk = 1.

First, we consider the case of cubic discriminant. Since

hk((3)p(1)
∞ p(2)

∞ ) =



2 if m = 29, 33, 53, 89,

6 if m = 69,

8 if m = 59,

12 if m = 93,

16 if m = 11, 38, 83, 86,

4 otherwise,

Propositions 1.7 and 2.6 imply the following:

Proposition 3.4. (1) If m = 29, 53, 69 or 89, then there are no elliptic curves with

everywhere good reduction over k = Q(
√

m) whose discriminant is not a cube in k.

(2) If E is an elliptic curve with everywhere good reduction over k = Q(
√

33) whose

discriminant is a cube in k, then E is isomorphic over k to 33A1 or 33A1′.

Next, we consider the case of non-cubic discriminant. To use Proposition 2.8, we com-

pute hM((3)) using KASH, where M = k( 3
√

ε,
√
−3). For m = 29, 33, 69, we have

hM((3)) =


3 if m = 29,

243 if m = 33,

9 if m = 69.

(The computation of hM((3)) took about 1 minutes, 20 minutes and 1 minutes, respectively,

on a Sparc station SS4, CPU 110MHZ. For m = 53, 89, we did not compute hM((3)),

because it seems that the computation would take too much time.) Thus

Proposition 3.5. Let k = Q(
√

m) (m = 29, 33, 69). If E has everywhere good reduction

over k with ∆(E) ̸∈ k×3, then E admits a 3-isogeny f : E → Ē defined over k, and either

E or Ē has a k-rational point of order 3.

In the following, we determine the elliptic curves having good reduction over k =

Q(
√

m) (m = 29, 33, 69), having non-cubic discriminant and admitting a 3-isogeny defined

over k (we do not need the fact that either of the pair of 3-isogenous curves has a k-rational

point of order 3).
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Let E be such a curve. First consider the case m = 29. By Lemma 3.3, ∆(E) = −ε2n

for some n ∈ Z. The curves with such properties are already determined (Proposition

1.10). Note that in [26], the curves having properties ∆(E) ̸∈ k×3 and E(k)[3] ̸= {O} are

already determined.

Next consider the cases m = 33 or 69. By Lemma 3.3, ∆(E) = −ε2n+1 (n ∈ Z,

2n + 1 ̸≡ 0 (mod 3)). In view of the formulae for the admissible change of variables, we

may assume that ∆(E) = −ε±n (n = 1, 5). By considering the conjugate, we may assume

that ∆(E) = −ε6n+1 (n = 0,−1). Let j(E) = J(t) (t ∈ Ok) as in Chapter 1. Suppose first

that (t) = (1). By a similar argument as in Chapter 1

X3 = ε + 27u, X =
−c4(E)

(t + 3)ε2n
∈ Ok\{0}, u = ε/t ∈ O×

k .

This equation is shown to be impossible by reducing modulo 9.

Suppose (t) = (27). Then similarly,

X3 = ε + εu, X =
−c4(E)

(t + 3)ε2n
∈ Ok\{0}, u = 27/t ∈ O×

k .

Let

π =

{
6 +

√
33,

(9 +
√

69)/2

be a prime element of k dividing 3. Since π2 = 3ε and, from (1.2), t/∆(E) = −π6/(ε6n+4u)

is a square, we have u = −ε2l, l ∈ Z, whence

X3 = ε − ε−2l+1, X ̸= 0.

Taking the norm of both sides and noting Trk/Q(w2) = Trk/Q(w)2 − 2 for w ∈ O×
k , we

obtain

Trk/Q(εl)2 = {−Nk/Q(X)}3 + 4.

Since the only (affine) Q-rational point of the elliptic curve y2 = x3 + 4, which is the curve

108A1 in the table in [11], are (0,±2), we see that X = 0, a contradiction.

Finally suppose (t) = (729). Then

X3 = −ε(u + 27), X =
3c4(E)

(t + 3)ε2n
∈ Ok\{0}, u = 729/t ∈ O×

k .

Since, by (1.2), t/∆(E) = −36/(uε6n+1) is a square, we have u = −ε2s−1, s ∈ Z. By

reducing modulo 9, we see that s ≡ 0 (mod 3), say s = 3t, t ∈ Z. Hence

(X/ε2t)3 = 1 − 27ε1−6t.
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Thus, by Lemma 1.3, we must have k = Q(
√

33), t = 0, u = −ε−1, t = −729ε and

j(E) = −(5 +
√

33)3(5588 + 972
√

33)3ε−1. Since ∆(E) = −ε6n+1 (n = 0,−1), we have 4

candidates (C4, C6) for (c4(E), c6(E)) of an elliptic curve E:

(C4, C6) =
(
(5 +

√
33)(5588 + 972

√
33)ε2n,±(20793752 + 3619728

√
33)ε3n

)
(n = 0,−1).

To determine which of them occur as c4, c6 of an elliptic curve, we use the following Kraus’

result:

Lemma 3.6 (Kraus [21]). Let K be a finite unramified extension of Q2. Let C4, C6 be

integers of K such that (C3
4 − C2

6)/1728 is a nonzero integer of K. In order for there to

exist a Weierstrass equation with coeficients ai (i = 1, 2, 3, 4, 6) in integers of K satisfiyng

c4 = C4, c6 = C6, it is necessary and sufficient that

(1) C4 is a unit of K and and there exeists an interger x of K such that −C6 ≡ x2

(mod 4)

or,

(2) C4 ≡ 0 (mod 16) and there exists an integer x of K such that C6 ≡ 8x2 (mod 32).

Remark. Kraus gives similar conditions also when K/Q2 is a finite ramified extension

or K/Q3 is any finite extension.

In our cases, the following two pairs satisfy the condition of Lemma 3.6:(
(5 +

√
33)(5588 + 972

√
33), 20793752 + 3619728

√
33

)
,(

(5 +
√

33)(5588 + 972
√

33)ε−2,−(20793752 + 3619728
√

33)ε−3
)
,

since (5 +
√

33)(5588 + 972
√

33)ε2n is divisible by 16, (207935752 + 3619728
√

33)/8 ≡ 1

(mod 4), ε−3 ≡ −1 (mod 4) and −1 is not a square modulo 4. The curve E satisfying

c4(E) = (5 +
√

33)(5588 + 972
√

33) and c6(E) = 20793752 + 3619728
√

33 (resp. c4(E) =

(5 +
√

33)(5588 + 972
√

33)ε−2 and c6(E) = −(20793752 + 3619728
√

33)ε−3) is 33A2 (resp.

33A3′).

Instead of using Lemma 3.6, computing the conductor over k of the elliptic curve

Y 2 = X3 − 27C4X − 54C6

by Tate’s algorithm ([42]. See also [39]) also gives the result. In fact, the curves corre-

sponding to

(C4, C6) =
(
(5 +

√
33)(5588 + 972

√
33),−(20793752 + 3619728

√
33)

)
,(

(5 +
√

33)(5588 + 972
√

33)ε−2, (20793752 + 3619728
√

33)ε−3
)
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have conductor (24). Tate’s algorithm over quadratic fields is implemented by A. Umegaki

on Sparc work station using PARI/GP Version 1.39.

We now have proved

Theorem 3.7. (1) The only elliptic curves with everywhere good reduction over Q(
√

29)

are 29A1, 29A1′, 29A2 and 29A2′.

(2) The only elliptic curves with everywhere good reduction over Q(
√

33) are 33A1,

33A1′, 33A2, 33A2′, 33A3 and 33A3′.

(3) There are no elliptic curves with everywhere good reduction over Q(
√

69).

3.3 The cases m = 53 or 89

We verify the conditions of Proposition 2.12 for the values of m appeared in the top of the

previous section except m = 29, 33, 69.

As mentioned above, the class number of k = Q(
√

m) is 1 for these m. Hence m ̸= 57, 93

satisfy the condition (1) and (2).

The class numbers of k(
√
−3) and k( 3

√
ε) are as in Table 3.2. The bold-faced numbers

are those that do not satisfy the assumption. The following 13 m’s satisfy the assumptions

(3) and (4).

m = 11, 19, 22, 23, 31, 37, 38, 46, 53, 59, 61, 86, 89.

For the assumption (5), see Tables 3.3, 3.4. Note that if 3 = pp′ (p ̸= p′), then Ok/p
2 ∼=

Z/9Z, and hence (5) is equivalent to ε ̸≡ ±1 (mod p2).

m k(
√
−3) k( 3

√
ε) m k(

√
−3) k( 3

√
ε)

11 2 1 59 2 1
19 2 1 61 4 1
22 4 1 62 6 1
23 4 1 67 6 1
31 2 1 71 4 2
37 4 1 77 6 1
38 4 1 83 6 1
43 6 1 86 4 1
46 4 1 89 1 1
53 5 1

Table 3.2: Class numbers of k(
√
−3) and k( 3

√
ε)
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m p ε ε mod p2

19 (4 +
√

19) 170 + 39
√

19 −4

22 (5 +
√

22) 197 + 42
√

22 −4

31 (11 + 2
√

31) 1520 + 273
√

31 −4
37 (3 + ω) 5 + 2ω −4

46 (7 +
√

46) 24335 + 3588
√

46 2
61 (3 + ω) 17 + 5ω −4

Table 3.3: ε mod p2 (3 = pp′)

m (Ok/9Ok)
×3 ε ε mod 9

11 ±1, ±2
√

11, ±(2 ± 4
√

11) 10 + 3
√

11 1 + 3
√

11

23 ±1, ±4
√

23, ±(2 ±
√

23) 24 + 5
√

23 −3 − 4
√

23

38 ±1, ±2
√

38, ±(2 ± 4
√

38) 37 + 6
√

38 1 − 3
√

38
53 ±1, ±4ω, ±(4 − 4ω), ±(1 − 2ω) 3 + ω 3 + ω

59 ±1, ±4
√

59, ±(2 ±
√

59) 530 + 69
√

59 −1 − 3
√

59

86 ±1, ±4
√

86, ±(2 ±
√

86) 10405 + 1122
√

86 1 − 3
√

86
89 ±1, ±4ω, ±(4 − 4ω), ±(1 − 2ω) 447 + 106ω −3 − 2ω

Table 3.4: ε mod 9 (3 is inert in k)

Summing up the preceding computations, we have

Proposition 3.8. If m = 11, 19, 22, 23, 31, 37, 38, 46, 53, 59, 61, 86 or 89, then every

elliptic curve with everywhere good reduction over k = Q(
√

m) has a global minimal model

with discriminant ∆(E) ∈ O×3
k .

Among these m, we treat m = 53, 89 in this section and m = 37 in the next section.

The case of other m’s will be treated in a forthcoming article.

Theorem 3.9. There are no elliptic curves with everywhere good reduction over Q(
√

m)

(m = 53, 89).

Proof. This is clear from Propositions 3.4 and 3.8. 2

We can prove Proposition 3.4 for m = 29, 53, 89 as follows.

Suppose that there is an elliptic curve E having cubic discriminant and everywhere

good reduction over k = Q(
√

m) (m = 29, 53 or 89). By Lemma 3.3, ∆(E) = −ε6n for

some n ∈ Z. Hence (c4(E)/ε2n, c6(E)/ε3n) is an Ok-integral point of y2 = x3 + 1728.
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Lemma 3.10. Let D be a nonzero rational integer all of whose prime divisors other

than 3 are congruent to 5 modulo 12, and let E be the elliptic curve defined over Q by the

equation y2 = x3 + D3. Then rank E(Q) = 0.

Proof. (The following proof is taken from [9].) Letting X = x + D, we have E : y2 =

X3 − 3DX2 + 3D2X. The rank r of E(Q) is computed from the following formula (see

[40], Chapter III):

2r =
#α(E) · #ᾱ(Ē)

4
,

where α(E) and ᾱ(Ē) are subgroups of Q×/Q×2 defined by

α(E) = {1Q×2, 3Q×2}

∪
{

b1Q×2 ∈ Q×/Q×2

∣∣∣∣ b1 | 3D2, b1M
4 − 3DM2e2 + (3D2/b1)e

4 = N2

has a solution M,N, e ∈ Z with Me ̸= 0

}
,

ᾱ(Ē) = {1Q×2, − 3Q×2}

∪
{

b1Q×2 ∈ Q×/Q×2

∣∣∣∣ b1 | 3D2, b1M
4 + 6DM2e2 − (3D2/b1)e

4 = N2

has a solution M,N, e ∈ Z with Me ̸= 0

}
.

Thus it is enough to prove #α(E) = #ᾱ(Ē) = 2.

For a prime p, let (∗, ∗)p the Hilbert symbol correspondig to the prime number p. Let

b1 be a square-free divisor of 3D2 other than 1, 3. If b1M
4 − 3DM2e2 + (3D2/b1)e

4 = N2,

then b1(M
2 − 3De2/(2b1))

2 + (3D2)/(4b1)e
2 − N2 = 0, e ̸= 0, and hence (b1, 3D

2/4b1)p =

(b1,−3)p = 1 for any prime p. Thus if (b1,−3)p = −1 for some prime p, then b1Q×2 ̸∈ α(E).

If b1 = −1 or −3, then (b1,−3)p = (−1/3) = −1. If b1 ̸= −1,−3, then, for any prime

divisor p ̸= 3 of b1, we have (b1,−3)p = (p,−3)p = (−3/p) = −1, since p ≡ 5 (mod 12).

Hence α(E) = {1Q×2, 3Q×2}.
For ᾱ(Ē), similar computation involving (b1, 3)p yields ᾱ(Ē) = {1Q×2,−3Q×2}. 2

Lemma 3.11. If E is an elliptic curve defined over Q, then

rank E(Q(
√

m)) = rank E(Q) + rank E(m)(Q),

where m is a square-free rational integer and E(m) is the quadratic twist of E by m.

Proof. See [30]. 2

Lemma 3.12. Let E be an elliptic curve defined over a number field k. Let p be a

prime ideal of k and let p be the prime number such that p ∩ Z = (p). If p is a prime of

good reduction and the ramification index of p is less than p − 1, then the reduction map

E(k)tors → Ep(Ok/p) is injective.
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Proof. Use Propositions 2.1 and 2.2 in [38], Chapter VII. See also Theorem 1 of [25]. 2

Corollary 3.13. Let C : y2 = x3 + 1728. Then C(k) = ⟨(−12, 0)⟩ ∼= Z/2Z if k =

Q(
√

p), p = 29, 53 or 89.

Proof. We first show that rank C(k) = 0. It follows from Lemma 3.10 that rank C(Q) =

rank C(p)(Q) = 0, since C and C(p) have a model y2 = x3 + 33 and y2 = x3 + (3p)3,

respectively which satisfy the assumption of Lemma 3.10. Hence the assertion follows from

Lemma 3.11.

We next show that #C(k)tors ≤ 2. For a prime ideal p of k,

#Cp(Ok/p) =


2 · 3 if p = 29 or 89, and p | 5,

22 if p = 29 or 53, and p | 7,

2 · 32 if p = 53 and p | 17,

22 · 13 if p = 89 and p | 67.

Hence the assertion follows from Lemma 3.12. 2.

Hence c6(E) = 0, that is j(E) = 1728. This contradicts Lemma 1.2 and completes the

proof.

3.4 The case m = 37

In his paper [19], Kida showed that if E is an elliptic curve having everywhere good

reduction over k = Q(
√

37) and rational j-invariant, then E is isomorphic over k to 37A1

or 37A2. In this section we show that the same conclusion holds without any restriction

on j-invariant, namely

Theorem 3.14. The only elliptic curves with everywhere good reduction over Q(
√

37)

are 37A1 and 37A2.

The rest of this section is devoted to the proof of this theorem.

Let k = Q(
√

37) and ε = 6 +
√

37. By Proposition 3.8, ∆(E) = ±ε3n for some n ∈ Z.

(As remarked in section 3.1, we do not know the parity of n and the sign of ∆(E) at

present.) Hence (c4(E), c6(E)) is an Ok-integral point of the elliptic curve

E±
3n : y2 = x3 ± 1728ε3n.

In view of the formulae for an admissible change of variables, we may assume that −2 ≤
n < 2. Thus to determine the elliptic curves with everywhere good reduction over k, we
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first determine the sets

E±
3n(Ok) =

{
(x, y) ∈ Ok ×Ok | y2 = x3 ± 1728ε3n

}
, n = −2,−1, 0, 1;

It is enough to determine the following three sets:

E±
0 (Ok), E+

3 (Ok),

because the maps

E±
3n(Ok) → E±

3n+6(Ok), (x, y) 7→ (xε2, yε3),

E+
3 (Ok) → E−

3 (Ok), (x, y) 7→ (x′ε2, y′ε3)

are bijections.

Proposition 3.15. E+
0 (k) = ⟨(−12, 0)⟩ ∼= Z/2Z. In particular, E+

0 (Ok) =
{
(−12, 0)

}
.

Proof. We first calculate the rank. Since E+
0 is isomorphic over Q to y2 = x3+27, which

is 144A3 in [11], we have rank E+
0 (Q) = 0. (See also Lemma 3.10.) Let L((E+

0 )(37)/Q, s) be

the Hasse-Weil L-function of (E+
0 )(37). Since (E+

0 )(37) has complex multiplication by Z[(1+
√
−3)/2] and L((E+

0 )(37)/Q, 1) = 3.1941 . . . (which is calculated by Upecs Version 1.4), we

have, by Theorem 1 of Coates-Wiles [4], rank (E+
0 )(37)(Q) = 0. Therefore rank E+

0 (k) = 0

by Lemma 3.11.

Next, we compute the torsion subgroup. Since, for a prime p of k,

#(E+
0 )p(Ok/p) =

{
22 if p | 7,

2 · 3 · 7 if p | 41,

we have, by Lemma 3.12, #E+
0 (k)tors ≤ 2. This completes the proof. 2

Remark. The rank of E+
0 (Q) is easily computed by 2-descent, whereas it is hard to

compute the rank of (E+
0 )(37)(Q) by the same method, since the (conjectural) order of the

Shafarevich-Tate group X of (E+
0 )(37)/Q is 4. This is why the author resorts to L-functions.

Remark. rank (E+
0 )(37)(Q) = 0 follows from a result in [32] without using the L-

function. By other results in the same paper, we know that the 3-primary part of X is

trivial. Hence, combining this with the main result of Rubin ([31]), in which the above

value of the L-function appears, we see that the order of X is exactly 4.

Lemma 3.16. For n, x ∈ Z, Trk/Q(εn) = x2 holds if and only if n = 3, x = ±42.
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Proof. This will be proved in Chapter 4. 2

Lemma 3.17. Let u1, u2 stand for units in k and A for an integer in k. Then

(a) The equation 64u1 + u2 = A2 has no solution.

(b) The solutions of the equation 8u1 + u2 = A2 are

(u1, u2, A) = (w2, w2,±3w) (w ∈ O×
k ).

(c) The equation 16u1 + 2u2 = A2 has no solution.

(d) The solutions of the equation u1 + u2 = A2 are

(u1, u2, A) = (w,−w, 0), (w2ε3, w2ε′3,±42w), (w2ε′3, w2ε3,±42w) (w ∈ O×
k ).

Proof. (a) is a special case of Lemma 2.1 of Ishii [17]. A key point of his proof is that

64 is divisible by 4. Hence (b) can be proved similarly to (a). The assertion (c) is clear

since 8u1 + u2 is prime to 2.

(d) If A ̸= 0, then Proposition 2 of [8] implies that

u1 = w2u0, u2 = w2u′
0, w, u0 ∈ O×

k , Trk/Q(u0) = x2, x ∈ Z.

We may suppose that u1 is positive, and hence u0 = εn for some n ∈ Z. By Lemma 3.16,

u0 = ε3, u′
0 = ε′3. 2

In the rest of this section, we let π = (7 +
√

37)/2 be a prime element dividing 3.

Observe that Nk/Q(π) = 3.

Lemma 3.18. The map x + yω 7→ x (x, y ∈ Z) gives rise to a canonical isomorphism

Ok/π
2 ∼= Z/9Z. In particular, ε ≡ 5 (mod π2) and hence ε is not a cube modulo π2.

Proposition 3.19.

E+
3 (Ok) =

{
(−12ε, 0), (17640 − 1740

√
37,±(2074464 − 438480

√
37))

}
.

Proof. Factorizing x3 = y2 − 1728ε3 in L = k(
√

3ε), we have

x3 = (y + 24ε
√

3ε)(y − 24ε
√

3ε).

Hence, to determine E+
3 (Ok), we use the following data for L:

(a) OL = Ok ⊕Ok

√
3ε.

(b) A system of fundamental units of L is ε, ε1 = ε + 2
√

3ε. Note that NL/k(ε1) = 1.

(c) 2, π and π′ decompose as (2) = P2
2, (π) = P2

3, (π′) = P′2
3 , respectively.
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(d) The class number of L is 2.

We denote the conjugation of L over k by . Let (y+24ε
√

3ε) = AC3, (y−24ε
√

3ε) = BD3,

where A, B, C,D are integral ideals in L such that A, B are cube-free, AB is a cube and

A = B. If a prime ideal P in L divides A, then it divides both of (y ± 24ε
√

3ε). Thus

P | 48ε
√

3ε and we can write

A = Pa2
2 Pa3

3 P
′a′

3
3 , 0 ≤ a2, a3, a

′
3 < 3.

Since A = B and (c), we see that A = B. Moreover, since AB is a cube, we have

a2 = a3 = a′
3 = 0, and thus

(y + 24ε
√

3ε) = C3.

By (a) and (d), we can write C = (a + b
√

3ε) with a, b ∈ Ok, and hence y + 24ε
√

3ε =

η(a + b
√

3ε)3 with η ∈ O×
L . We may write η = εlεm

1 (−1 ≤ l,m ≤ 1) since −1, ε3 and ε3
1

can be absorbed in the cube. By (b), taking the norm from L to k yields

x3 = ε2l
{
(a + b

√
3ε)(a − b

√
3ε)

}3
,

whence l = 0 and

y + 24ε
√

3ε = εm
1 (a + b

√
3ε)3, m = 0,±1.

If m = −1, then taking conjugation yields

−y + 24ε
√

3ε = ε1(−a + b
√

3ε)3.

Therefore it is sufficient to solve the following:

±y + 24ε
√

3ε = εm
1 (a + b

√
3ε)3, a, b, y ∈ Ok, m = 0, 1.

Case 1: m = 1. Equating the coefficients of
√

3ε yields

2a3 + 3εa2b + 18εab2 + 3ε2b3 = 24ε.

We see that a is divisible by 3. Letting A = a/3 ∈ Ok yields εb3 ≡ −1 (mod π2), which is

impossible by Lemma 3.18.

Case 2: m = 0. Equating the coefficients yields

8ε = b(a2 + εb2), ± y = a(a2 + 9εb2). (3.1)

From the first equation of (3.1), we have b = u, 2u, 4u or 8u for some positive unit u of k

(note that 2 is prime in k). If b = 8u, then a2 = εu−1 − 64εu2, which has no solutions by
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Lemma 3.17 (a). If b = u, then Lemma 3.17 (b) implies that u3 = −1, which contradicts

u > 0. If b = 4u, then a2 = −16εu2 + 2εu−1, which has no solutions by Lemma 3.17 (c). If

b = 2u, then ( a

2

)2

= εu−1 − εu2. (3.2)

By Lemma 3.17 (d), we see that (3.2) holds only for u = 1, ε−2, from which we obtain

(a, b) = (0, 2), (±84, 2ε−2). From the second equation of (3.1), the corresponding values of

y are ±y = 0, 2074464 − 438480
√

37, respectively. 2

Proposition 3.20. The set E−
0 (Ok) consists of the following 15 elements:

(12, 0), (16,±8
√

37), (120,±216
√

37), (3376,±32248
√

37),(
44 + 4

√
37,±(320 + 40

√
37)

)
,

(
44 − 4

√
37,±(320 − 40

√
37)

)
,(

572 + 92
√

37,±(19040 + 3128
√

37)
)
,

(
572 − 92

√
37,±(19040 − 3128

√
37)

)
.

Proof. Let L = k(
√
−3). To prove the proposition, we use the following data for L:

(a) OL = Ok ⊕Okζ, where ζ = (1 +
√
−3)/2.

(b) O×
L = ⟨ε⟩ × ⟨ζ⟩ ∼= Z ⊕ Z/6Z.

(c) 2, π and π′ decompose as (2) = P2P2 (P2 ̸= P2), (π) = P2
3, (π′) = P′2

3 , respectively.

(d) The ideal class group is a cyclic group of order 4 generated by the class of P2.

(e) P4
2 = (1 + ω − 3ζ).

Arguing similarly to Proposition 3.19 over the field L, we see that it suffices to solve

(±y + 24
√
−3) = Pa2

2 P
a2

2 C3

for (a2, a2) = (0, 0), (2, 1), y ∈ Ok and an integral ideal C of L.

Case 1:(a2, a2) = (0, 0). Since (±y + 24
√
−3) = C3 and, by (d), the class number of L

is prime to 3, we see that C is a principal ideal. Hence, by (a) and (b), ±y + 24
√
−3 =

εmζn(a + bζ)3, a, b ∈ Ok, m = 0,±1 and n = 0,±1. Taking the norm from L to k of both

sides, we obtain m = 0; and considering the conjugate, we may suppose that n = 0 or 1.

If n = 0, equating the coefficients gives

±y =
1

2
(a − b)(2a + b)(a + 2b), (3.3)

16 = ab(a + b). (3.4)

From (3.4) we obtain

(a + b, ab) = (u, 16u−1), (2u, 8u−1), (4u, 4u−1), (8u, 2u−1), (16u, u−1)
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for some unit u of k. If (a + b, ab) = (4u, 4u−1), then a and b are the roots of the quadratic

polynomial

X2 − 4uX + 4u−1.

The discriminant of the polynomial is 16(u2 − u−1), which must be a square in k. By

Lemma 3.17 (d), (u2,−u−1) = (w,−w), (w2ε3, w2ε′3) for some unit w of k. The first case

leads to u = 1, a = b = 2, and we get y = 0 by (3.3). The second case leads to w2 = ε, a

contradiction. If (a + b, ab) = (2u, 8u−1), then the quadratic polynomial satisfied by a and

b is

X2 − 2uX + 8u−1,

whose discriminant 4(u2 − 8u−1) must be a square in k. By Lemma 3.17 (b), we obtain

u = −1, (a, b) = (2,−4), (−4, 2), and, by (3.3), y = 0. For (a, b) = (u, 16u−1), (8u, 2u−1) or

(16u, u−1), the discriminant of the quadratic polynomials which a, b satisfy are

u2 + 64u−1, 4(16u2 − 2u−1), 4(64u2 − u−1),

respectively, none of which is a square by Lemma 3.17 (a), (c).

If n = 1, then we obtain

a3 + 3a2b − b3 = 48.

We see that a ≡ b (mod 3). Letting a = 3A + b, A ∈ Ok and taking modulo π2, we obtain

b3 ≡ 7 (mod π2), which contradicts Lemma 3.18.

Case 2:(a2, a2) = (2, 1). Multiplying both sides by (4) = (P2P2)
2 and considering (e)

yields

(4)(±y + 24
√
−3) = P4

2(P2C)3 = (1 + ω − 3ζ)(P2C)3,

whence, by (d),

4(±y + 24
√
−3) = ζn(1 + ω − 3ζ)(a + bζ)3, a, b ∈ Ok, n = 0,±1.

If n = 0, then equating the coefficients yields

− 64 = a3 − (ω − 2)a2b − (ω + 1)ab2 − b3, (3.5)

± 4y − 96 = (ω + 1)a3 + 9a2b − 3(ω − 2)ab2 − (ω + 1)b3. (3.6)

Let (a, b) ∈ Ok ×Ok be a solution of (3.5). Putting A = −a − (ω + 2)b we have

A3 + (4ω + 4)A2b + (16ω + 48)Ab2 + (32ω + 80)b3 = 64.
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It is easy to see that 4 | A and 2 | b. By putting A = 4X, b = 2Y (X,Y ∈ Ok), we have

X3 + 2(ω + 1)X2Y + 4(ω + 3)XY 2 + 2(2ω + 5)Y 3 = 1. (3.7)

We will determine X,Y ∈ Ok satisfying (3.7) in Chapter 4. Substituting them in a =

4X − 2(ω + 2)Y , b = 2Y , we obtain the solutions of (3.5):

(4,−4), (0, 4), (−4, 0),

(−3 +
√

37,−2
√

37), (−2
√

37, 3 +
√

37), (3 +
√

37,−3 +
√

37),

(−40 − 4
√

37, 8
√

37), (8
√

37, 40 − 4
√

37), (40 − 4
√

37,−40 − 4
√

37),

(−2, 3 +
√

37), (−1 −
√

37,−2), (3 +
√

37,−1 −
√

37),

(−3 +
√

37, 2), (1 −
√

37,−3 +
√

37), (2, 1 −
√

37),

(−19 − 3
√

37, 16 + 2
√

37), (16 + 2
√

37, 3 +
√

37), (3 +
√

37,−19 − 3
√

37),

(−16 + 2
√

37, 19 − 3
√

37), (−3 +
√

37,−16 + 2
√

37), (19 − 3
√

37,−3 +
√

37).

Substituting them in (3.6), we get the above values of y other than 0.

If n = 1 or n = −1, then we obtain

192 = (−2 + ω)a3 + 3(1 + ω)a2b + 9ab2 + (2 − ω)b3,

−192 = (1 + ω)a3 + 9a2b + 3(1 + ω)ab2 − (2 − ω)b3,

respectively. They are shown to be impossible similarly as in the case n = 1 in Case 1. 2

Remark. rank E−
0 (k) = rank (E−

0 )(37)(Q) = 2, which is easily seen by 2-descent.

Now we have determined E±
3n(Ok) (n = −2,−1, 0, 1). It turns out that the only (x, y) ∈

E±
3n(Ok) satisfying the conditions of Lemma 3.6 are

(16ε−2, −8
√

37ε−3) , (3376ε−2, 32248
√

37ε−3) ∈ E−
−6(Ok). (3.8)

The former corresponds to Shimura’s elliptic curve C1 and the latter to C2.

As before, instead of using Kraus’ results, computing the conductor over k of the elliptic

curve

Y 2 = X3 − 27xX − 54y

by Tate’s algorithm also gives the result. (Each (x, y) ∈ E±
3n(Ok) other than the ones in

(3.8) gives an elliptic curve with good reduction outside 2.)
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Chapter 4

Some diophantine equations

In Chapter 3, we needed to solve certain diophantine equations, but some of them remain

unsolved. In this chapter we solve them, completing the proof of Theorem 3.14.

4.1 A Thue equation over Q(
√

37)

Let k = Q(
√

37), ω = (1 +
√

37)/2 and let ε = 6 +
√

37 be the fundamental unit of k

greater than 1. In section 3.4, we needed to solve the equation

X3 + 2(ω + 1)X2Y + 4(ω + 3)XY 2 + 2(2ω + 5)Y 3 = 1 (3.7.bis)

in X,Y ∈ Ok. In [48], de Weger solves a equation of this kind:

x3 + (9 + 2
√

13)x2y − (12 +
√

13)xy2 − 11 + 3
√

13

2
y3 =

(
3 +

√
13

2

)n

(x, y ∈ OQ(
√

13), n ∈ Z).

To the author’s knowledge, this is the only example in the literaturea where a Thue equation

over a real quadratic field is solved completely. Following his argument, we can prove the

following:

Proposition 4.1. The only (X,Y ) ∈ Ok ×Ok satisfying (3.7) are

(−2 − 9ω, 22 − 4ω), (−23 − 8ω,−4 + 8ω), (25 + 17ω,−18 − 4ω),

(21 + 8ω,−8 − 3ω), (−9 − 3ω, 1 + ω), (−12 − 5ω, 7 + 2ω),

(9 + 2ω, 1 − 2ω), (−3 − ω,−2 + ω), (−6 − ω, 1 + ω),

(−5 − 2ω, 1 + ω), (1 + ω,−1), (4 + ω,−ω),

(−2 − ω, 2), (1, 0), (1 + ω,−2),

(3 + ω, 1 − ω), (−ω, 1), (−3,−2 + ω),

(7 − 2ω, 11 − 3ω), (1 + ω,−9 + 2ω), (−8 + ω,−2 + ω).
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4.1.1 Number field associated with equation (3.7)

Let F (X,Y ) be the left hand side of (3.7), θ a root of the polynomial F (X, 1) and let

L = Q(θ). Then k ⊂ L, [L : Q] = 6 and OL = Z[ξ],where ξ = (12 + 18θ − 4θ3 − θ4)/20.

In particular, θ = 4ξ − 5ξ2 − 4ξ3 + 4ξ4 + ξ5 and
√

37 = 3 − 12ξ − 8ξ2 + 8ξ3 + 2ξ4. The

extension L/Q is Galois with Galois group ⟨σ, τ⟩, where σ and τ are given by

σ(ξ) = −14 − 6ξ + 49ξ2 + 9ξ3 − 28ξ4 − 6ξ5,

τ(ξ) = −1 − 3ξ + 5ξ2 + 4ξ3 − 4ξ4 − ξ5,

and they satisfy σ3 = 1, τ 2 = 1 and στ = τσ2. Thus Gal(L/Q) is isomorphic to the

symmetric group of degree 3. The conjugates of ξ in L are numbered as follows:

ξ(1) = ξ = −4.6017164 . . . ,
ξ(2) = σ(ξ) = −0.5284180 . . . ,
ξ(3) = σ2(ξ) = −0.4112467 . . . ,
ξ(4) = τ(ξ) = −1.2776453 . . . ,
ξ(5) = τσ(ξ) = 0.6985045 . . . ,
ξ(6) = τσ2(ξ) = 1.1205221 . . . .

The conjugates of θ are numbered in accordance with the numbering of the conjugates of

ξ. A system of fundamental units of L is given by

ε1 = −ξ,

ε2 = −5 − 4ξ + 18ξ2 + 5ξ3 − 9ξ4 − 2ξ5,

ε3 = −6 − 8ξ + 23ξ2 + 9ξ3 − 13ξ4 − 3ξ5,

ε4 = 1 + 3ξ − 5ξ2 − 4ξ3 + 4ξ4 + ξ5,

ε5 = −16 − 15ξ + 63ξ2 + 18ξ3 − 36ξ4 − 8ξ5.

The actions of σ and τ on the units are as follows:

σ(εi) =



ε−1
3 if i = 1,

ε−1
4 if i = 2,

ε1ε
−1
3 if i = 3,

ε2ε
−1
4 if i = 4,

ε1ε
−1
2 ε−1

3 ε4ε5 if i = 5,

τ(εi) =



ε4 if i = 1,

ε3 if i = 2,

ε2 if i = 3,

ε1 if i = 4,

−ε−1
1 ε2ε3ε

−1
4 ε−1

5 if i = 5.

We see that NL/k(εi) = 1 (i = 1, 2, 3, 4) and NL/k(ε5) = ε1ε
−1
2 ε−2

3 ε2
4ε

3
5 = ε.
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4.1.2 An upper bound for the solutions

Since (3.7) is equivalent to NL/k(X − Y θ) = 1, we have η := X − Y θ = εa1
1 εa2

2 εa3
3 εa4

4 for

some a1, a2, a3, a4 ∈ Z. Eliminating X,Y we obtain(
σ(θ) − σ2(θ)

)
η +

(
σ2(θ) − θ

)
σ(η) +

(
θ − σ(θ)

)
σ2(η) = 0,

hence
θ − σ2(θ)

θ − σ(θ)
· σ(η)

σ2(η)
− 1 = − σ(θ) − σ2(θ)

σ(θ) − θ
· η

σ2(η)
,

or equivalently

−εb1
1 εb2

2 εb3
3 εb4

4 − 1 = εd1
1 εd2

2 εd3
3 εd4

4 , (4.1)

where

b1 = a1 + 2a3, b2 = a2 + 2a4 − 1, b3 = −2a1 − a3 + 1, b4 = −2a2 − a4,

d1 = −b3, d2 = −b4, d3 = b1 + b3, d4 = b2 + b4.

As in [19], [43], [47] or [48], we estimate linear forms in the logarithms

Λi =
4∑

j=1

bj log |ε(i)
j | =


log

∣∣∣∣ θ(i) − σ2(θ(i))

θ(i) − σ(θ(i))
· σ(η(i))

σ2(η(i))

∣∣∣∣ (1 ≤ i ≤ 3),

log

∣∣∣∣ θ(i) − σ(θ(i))

θ(i) − σ2(θ(i))
· σ2(η(i))

σ(η(i))

∣∣∣∣ (4 ≤ i ≤ 6).

Put

T =


1 0 2 0
0 1 0 2

−2 0 −1 0
0 −2 0 −1

 , a =


a1

a2

a3

a4

 , b =


b1

b2

b3

b4

 , c =


0

−1
1
0

 .

Then b = Ta + c. For I = {h1, h2, h3, h4} ⊂ {1, 2, 3, 4, 5, 6}, put

UI =

 log |ε(h1)
1 | . . . log |ε(h1)

4 |
...

...

log |ε(h4)
1 | . . . log |ε(h4)

4 |

 .

If UI is invertible, then

b = c + U−1
I

 ±(log |σ(η(h1))| − log |σ2(η(h1))|)
. . .

±(log |σ(η(h4))| − log |σ2(η(h4))|)

 .

Let i1 ∈ {1, . . . , 6} such that max
1≤i≤6

∣∣log |η(i)|
∣∣ =

∣∣log |η(i1)|
∣∣. Then

B := max
{
|b1|, |b2|, |b3|, |b4|

}
≤ 1 + 2N [U−1

I ]
∣∣log |η(i1)|

∣∣.
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Here, for a matrix A = [aij]1≤i,j≤n, we put N [A] := max
1≤i≤n

n∑
j=1

|aij|. We claim that det UI ̸=

0 is equivalent to #(I ∩ {1, 2, 3}) = #(I ∩ {4, 5, 6}) = 2. In fact, if this is the case,

| det(UI)| = 2.7633 . . . ; if {h1, h2, h3} = {1, 2, 3} or {4, 5, 6}, then, since Nk/Q(εi) = 1

(i = 1, 2, 3, 4) the row vectors uj =
[
log |ε(hj)

1 |, log |ε(hj)
2 |, log |ε(hj)

3 |, log |ε(hj)
4 |

]
(j = 1, 2, 3)

of UI satisfy u1 + u2 + u3 = 0, whence det UI = 0. Since

N [U−1
I ] =


1.5178097 . . . if I = {1, 2, 4, 6},
1.6686180 . . . if I = {1, 2, 4, 5}, {2, 3, 5, 6} or {1, 3, 4, 6},
1.7370728 . . . if I = {1, 3, 5, 6} or {2, 3, 4, 5},
1.8160123 . . . if I = {1, 3, 4, 5} or {2, 3, 4, 6},

taking I = {1, 2, 4, 6} yields B < 1 + 3.0357
∣∣log |η(i1)|

∣∣. Hence either

|η(i1)| > exp

(
B − 1

3.0357

)
or

|η(i1)| < exp

(
− B − 1

3.0357

)
holds. Let i0 ∈ {1, . . . , 6} such that |η(i0)| = min

1≤i≤6
|η(i)|. If B ≥ 100 then

|η(i0)| < exp(−0.16305B). (4.2)

In fact, if this is false, then

exp

(
B − 1

3.0357

)
< |η(i1)| =

1

|σ(η(i1))||σ2(η(i1))|
≤ |η(i0)|−2 ≤ exp(0.32610B),

which implies B < 99.5, or

exp

(
− B − 1

3.0357

)
> |η(i1)| ≥ |η(i0)| ≥ exp(−0.16305B),

which implies B < 2. Similarly, if B ≥ 50 then

|η(i0)| < exp(−0.16141B). (4.3)

Let

αi0 =
θ(i0) − σ2(θ(i0))

θ(i0) − σ(θ(i0))
· σ(η(i0))

σ2(η(i0))
.

We claim that αi0 > 0 provided B ≥ 50. To prove this, we show that either

αi0 − 1 = − σ(θ(i0)) − σ2(θ(i0))

σ(θ(i0)) − θ(i0)
· η(i0)

σ2(η(i0))
,
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or

α−1
i0

− 1 = − σ2(θ(i0)) − σ(θ(i0))

σ2(θ(i0)) − θ(i0)
· η(i0)

σ(η(i0))
.

is extremely small. From the minimality of i0, we have

max
{
|σ(η(i0))|, |σ2(η(i0))|

}
≥ |σ(η(i0))|1/2|σ2(η(i0))|1/2 = |η(i0)|−1/2,

thus

min
{
|αi0 − 1|, |α−1

i0
− 1|

}
≤ max

i
max

{
σ(θ(i)) − σ2(θ(i))

σ(θ(i)) − θ(i)
,

σ2(θ(i)) − σ(θ(i))

σ2(θ(i)) − θ(i)

}
|η(i0)|3/2

< 4.1068 |η(i0)|3/2.

Combining this, (4.2) and (4.3), we obtain

min
{
|αi0 − 1|, |α−1

i0
− 1|

}
≤

{
4.1068 exp(−0.24457B) < 9.82 × 10−11 if B ≥ 100,

4.1068 exp(−0.24211B) < 2.28 × 10−5 if B ≥ 50,

as claimed. We therefore have αi0 = exp(±Λi0) and

min
{
| exp(Λi0) − 1|, | exp(−Λi0) − 1|

}
<

{
4.1068 exp(−0.24457B) < 9.82 × 10−11 if B ≥ 100,

4.1068 exp(−0.24211B) < 2.28 × 10−5 if B ≥ 50.

Lemma 4.2. Let C1, C2, B and B0 be given positive numbers. If

min
{
|ex − 1|, |e−x − 1|

}
< C1 exp(−C2B), B ≥ B0,

then |x| < aC1 exp(−C2B)/(1 − exp(−a)), where a = − log(1 − C1 exp(−C2B0)) (> 0).

Hence we find that

|Λi0 | < 4.1069 exp(−0.24457B) if B ≥ 100, (4.4)

|Λi0 | < 4.1069 exp(−0.24211B) if B ≥ 50. (4.5)

To obtain a lower bound for |Λi0 |, we use the main result of Baker-Wüstholz [1]:

Lemma 4.3. Let α1, . . . αn be nonzero algebraic number and b1, . . . , bn rational inte-

gers, not all 0. Also let d = [Q(α1, . . . , αn) : Q], h′(αi) = max
{
h(αi), | log αi|/d, 1/d

}
,

where h(αi) is the absolute logarithmic height of αi and log is a fixed determination of the

logarithm. If Λ := b1 log α1 + · · · + bn log αn ̸= 0 and B := max
{
|b1|, . . . , |bn|

}
≥ 3, then

log |Λ| > −C(n, d)h′(α1) . . . h′(αn) log B,

where C(n, d) = 18(n + 1)! nn+1(32d)n+2 log(2nd).
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Note that Λi ̸= 0; otherwise b1 = · · · = b4 = 0, whence a1 = 2/3, a contradiction.

Thus we can apply Lemma 4.3 with αi = |ε(i)
j |. As explained in [47], § 3.2, we may suppose

that i0 = 1. In our case, d = [Q(ε1, ε2, ε3, ε4) : Q] = 6, since Q(ε1, ε2, ε3, ε4) = L. Since

ε4 = ε
(4)
1 , ε2 = 1/ε

(5)
1 and ε3 = 1/ε

(2)
1 , and ε1 is a root of x6 − 5x5 + 9x3 − 2x2 − 3x + 1, we

see that h(εi) = 0.314207 . . . for i = 1, 2, 3, 4. Since 1/d = 0.166 . . . and

∣∣log |ε(i)|
∣∣

d
=


0.22544 . . . if i = 1,

0.05980 . . . if i = 2,

0.10631 . . . if i = 3,

0.04083 . . . if i = 4,

we see that h′(εi) = 0.314207 · · · < 0.31421 (i = 1, 2, 3, 4). Hence by Lemma 4.3, we find

log |Λ1| > −4.1810 × 1018 log(B). (4.6)

Combining (4.4) and (4.6) we have B ≤ 1.5142 × 1021.

4.1.3 Reduction of the upper bound

We reduce the large upper bound obtained above to the manageable one. To do this, we

use the the following lemma (Proposition 3.1 of [43]).

Lemma 4.4. Let µ1, . . . , µn be given real numbers. Let b1, . . . , bn ∈ Z and let Λ =
n∑

i=1

biµi. Let K1, K2, K3 be given positive numbers. Let b1, . . . , bn be solutions of

|Λ| < K1 exp(−K2B), B := max
{
|b1|, . . . , |bn|

}
< K3. (4.7)

For a sufficiently large real number c0, consider the lattice Γ generated by the columns of

the matrix

A =


1 0

. . .
...

1 0
[c0µ1] . . . [c0µn−1] [c0µn]

 ,

where

[x] =

{
⌊x⌋ if x ≥ 0,

⌈x⌉ if x < 0,

in other words, [·] means rounding off towards zero. Let (b1, . . . ,bn) be the LLL-reduced

basis of Γ . If |b1| >
√

(n2 + n − 1)2n−1K3, then every solution of (4.7) satisfies

B <
log(c0K1) − log(

√
21−n|b1|2 − (n − 1)K2

3 − nK3)

K2

.
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In our case, n = 4, K1 = 4.1069, K2 = 0.24457 and K3 = 1.5142×1021. Take c0 = 10100.

Applying LLL-reduction algorithm using PARI/GP to the matrix A, we get

B =
[
b1 b2 b3 b4

]
,

where

b1 =


525766899856084740716174

3846389868324456104273427
−1244186664511728113718131
−395108746616005504770747

, b2 =


−3580522850813688135299104
−341447815688279270973156
1727813860773260342514675
3246721051937534783355873

,

b3 =


4072674279999564495273127
2692442070527295763521844
7820253876673256339974486

−2851019503830648230431094

, b4 =


−7825402845303750147594994
−1547312398964229893583459
−529196120215387679117837

−10620598711855356914189251

.

Since |b1| = 4.096 · · · × 1024 >
√

(n2 + n − 1)2n−1K3 = 1.866 × 1022, Lemma 4.4 implies

that a new upper bound K3 for B is 719.

Take c0 = 1018. We again apply LLL-reduction to A. Then

B =


−291 −1300 23101 13586
2046 2852 6305 −24467

19892 7913 5062 −1315
285 −18603 −7284 −5310

 .

Since |b1| = 2.000 · · · × 104 >
√

(n2 + n − 1)2n−1K3 = 8.874 × 103, we obtain B ≤ 141.

4.1.4 Completion of the proof

We search the range B ≤ 141 for solutions of (4.1). First consider the case 100 ≤ B ≤ 141

or 50 ≤ B < 100. In these cases, it is enough to find the solutions of (4.4) or (4.5),

respectively. Note that, since |Λ1|/
∣∣log |ε4|

∣∣ < 0.5 provided B ≥ 50, the value of b4 ∈ Z is

determined uniquely by b1, b2 and b3. Hence for 100 ≤ B ≤ 141 (resp. 50 ≤ B < 100), there

are (2·141+1)3−(2·99+1)3 ≈ 1.5×107 possibilities (resp. (2·99+1)3−(2·49+1)3 ≈ 6.9×106

possibilities) to be checked. No solutions of (4.4) are found, and 14 solutions of (4.5) are

found, none of which give integral (a1, a2, a3, a4). If B < 50, we check about 108 possibilities

directly to be the solutions of (4.1). From this, we find 39 solutions, 21 of which give

integral (a1, a2, a3, a4). The search took less than 15 minutes on Sparc station SS4 with a

C-program. For each (a1, a2, a3, a4), we see with KASH that the unit εa1
1 εa2

2 εa3
3 εa4

4 is of the

form X − Y θ. We list the solutions in Table 4.1.
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a1 a2 a3 a4 b1 b2 b3 b4 X Y
−3 −4 −1 5 −5 5 8 3 −2 − 9ω 22 − 4ω

0 4 4 0 8 3 −3 −8 −23 − 8ω −4 + 8ω
5 −1 −4 −3 −3 −8 −5 5 25 + 17ω −18 − 4ω
4 −1 −4 1 −4 0 −3 1 21 + 8ω −8 − 3ω

−3 0 0 1 −3 1 7 −1 −9 − 3ω 1 + ω
1 0 3 0 7 −1 −4 0 −12 − 5ω 7 + 2ω
3 −3 −3 3 −3 2 −2 3 9 + 2ω 1 − 2ω

−2 2 0 1 −2 3 5 −5 −3 − ω −2 + ω
1 0 2 −2 5 −5 −3 2 −6 − ω 1 + ω
2 0 −2 1 −2 1 −1 −1 −5 − 2ω 1 + ω

−1 0 0 0 −1 −1 3 0 1 + ω −1
1 −1 1 1 3 0 −2 1 4 + ω −ω
1 0 −1 1 −1 1 0 −1 −2 − ω 2
0 0 0 0 0 −1 1 0 1 0
1 −1 0 1 1 0 −1 1 1 + ω −2
1 1 −1 1 −1 2 0 −3 3 + ω 1 − ω
0 0 0 −1 0 −3 1 1 −ω 1
1 −2 0 2 1 1 −1 2 −3 −2 + ω
1 −4 −1 4 −1 3 0 4 7 − 2ω 11 − 3ω
0 3 0 1 0 4 1 −7 1 + ω −9 + 2ω
1 0 0 −3 1 −7 −1 3 −8 + ω −2 + ω

Table 4.1: The solutions of (3.7) and (4.1)
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4.2 Squares in Lucas sequences and some diophantine

equations

Let k = Q(
√

37). In section 3.4, we needed to know when Trk/Q(εn) is a square in Z
(Lemma 3.16). In this section, we investigate the following problem which is related to the

above one.

Let t be an even rational integer. The sequences {vn}, {un} are defined by{
v0 = 1, v1 = t, vn+2 = 2tvn+1 + vn,
u0 = 0, u1 = 1, un+2 = 2tun+1 + un.

(4.8)

Problem. When is vn, 2vn, un or 2un a square ?

Our result is as follows:

Theorem 4.5. Let t > 2 be an even integer such that ordp(t) is odd for p = 3, 5 or 7.

Define the sequences {vn}, {un} by (4.8).

(1) The equation vn = 2x2 (n, x ∈ Z) has no solutions unless t = 6, D = 37, when the

only solution is n = 3, x = ±21.

(2) The equation vn = x2 (n, x ∈ Z, 2 ̸ | n) has no solutions.

(3) The equation un = 2x2 (n, x ∈ Z) has only the solution n = x = 0.

(4) The equation un = x2 (n, x ∈ Z, 2 | n) has only the solution n = x = 0.

Though Cohn ([5], [6]), Ribenboim and McDaniel ([29]), and others investigate the

problem of similar types, our result is not covered by theirs.

4.2.1 Preliminaries

We easily find from (4.8) that

vn is even ⇐⇒ n is odd, un is even ⇐⇒ n is even.

We also have the following relations:

v2
n − Du2

n = (−1)n, v−n = (−1)nvn, u−n = (−1)n+1un, (4.9)

vm+n = vmvn + Dumun, um+n = vmun + vnum, (4.10)

v2n = 2v2
n + (−1)n+1, u2n = 2vnun, (4.11){

v3n = vn(4v2
n + 3(−1)n+1),

u3n = un(4v2
n + (−1)n+1),

(4.12)
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{
v5n = vn{16v4

n + (−1)n+120v2
n + 5},

u5n = un{16v4
n + (−1)n+112v2

n + 1}, (4.13)

{
v7n = vn{64v6

n + (−1)n+1112v4
n + 56v2

n + (−1)n+1 · 7},
u7n = un{64v6

n + (−1)n+180v4
n + 24v2

n + (−1)n+1}. (4.14)

It is clear from (4.8) that if n > 0, then vn, un > 0. Thus from (4.9) if n < 0, then

vn > 0 ⇐⇒ n is even, un > 0 ⇐⇒ n is odd.

We need the following diophantine lemmas which will be used in the proof of the

theorem.

Lemma 4.6 (Ljunggren [24]). The only x, y ∈ Z satisfying

x2 − 3y4 = 1

are (|x|, |y|) = (1, 0), (2, 1), (7, 2).

Lemma 4.7. The only x, y ∈ Z satisfying

x2 − Dy4 = 1 (D = 12, 111, 444)

are (|x|, |y|) = (1, 0).

Proof. See Cohn [7]. 2

4.2.2 Proof of Theorem 4.5

(1) Let vn = 2x2 (n, x ∈ Z). Since vn is even, we see that n is odd. Thus if n < 0, then

vn < 0. Hence we may suppose that n > 0.

The proof is divided into two cases: n ≡ 0 (mod p) and n ̸≡ 0 (mod p) with p = 3, 5

or 7.

Case 1: n ≡ 0 (mod p). Then let n = pk. Note that k is odd.

(i) If p = 3, then from (4.12) we have v3k = vk(4v
2
k +3) = 2x2. Since k is odd and t ≡ 0

(mod 3), we see from (4.8) that vk ≡ 0 (mod 3), whence gcd(vk, 4v
2
k + 3) = 3. Thus we

have

vk = 2 · 3x2
1 and 4v2

k + 3 = 3x2
2, x1, x2 ∈ N,

thus

3(2x1)
4 + 1 = x2

2.
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It follows from Lemma 4.6 that x1 = 1, x2 = 7, vk = 6. Hence from (4.9) we obtain

D = 37, t = 6, k = 1, n = 3.

(ii) If p = 5, then from (4.13) we have v5k = vk(16v4
k + 20v2

k + 5) = 2x2. Since k is odd

and t ≡ 0 (mod 5), we see that gcd(vk, 16v4
k + 20v2

k + 5) is 5. Thus we have

vk = 2 · 5x2
1 and 16v4

k + 20v2
k + 5 = 5x2

2,

thus

(22 · 5x2
1)

4 + 5(22 · 5x2
1)

2 + 5 = 5x2
2.

Hence we obtain the elliptic curve

E : Y 2 = X3 + 52X2 + 53X

with x3 = 22 · 5x2
1, X = 5x2

3, Y = 52x3x2. The substitution X = X ′ − 8, Y = Y ′ yields the

elliptic curve

E ′ : Y ′2 = X ′3 + X ′2 − 83X ′ + 88,

which is the curve 400F1 in Cremona’s table [11]. We see that E ′(Q) = ⟨(8, 0)⟩ ∼= Z/2Z.

Therefore we have E(Q) = {O, (0, 0)}, x1 = 0, hence vk = 0, which contradicts vk > 0.

(iii) If p = 7, then we similarly have from (4.14)

vk = 2 · 7x2
1 and 64v6

k + 112v4
k + 56v2

k + 7 = 7x2
2,

so the elliptic curve

E : Y 2 = X3 + 72X2 + 2 · 73X + 74

with x3 = (22 · 7x2
1)

2, X = 7x3, Y = 72x2. The substitution X = X ′ − 16, Y = Y ′ yields

E ′ : Y ′2 = X ′3 + X ′2 − 114X ′ − 127,

which is the curve 196B1 in Cremona’s table [11]. We see that E ′(Q) = ⟨(16, 49)⟩ ∼= Z/3Z.

We therefore have E(Q) = {O, (0,±49)}, x3 = 0, x1 = 0, whence vk = 0, which contradicts

vk > 0.

Case 2: n ̸≡ 0 (mod p). Then we can put n = pk ± l, where k is even and l is odd

with 1 ≤ l < p.

Now suppose that d = ordp(t) is odd. From (4.9) and (4.10), we have vpk±l = ±vpkvl +

Dupkul = 2x2. Then the following claim holds:

Claim. (a) ordp(vl) = d, ordp(ul) = 0.
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(b) ordp(vpk) = 0, ordp(upk) ≥ d + 1.

The claim above implies that ordp(vpk±l) = d, which is impossible, since d is odd and

vpk±l = 2x2. Thus to prove (1), it suffices to show the claim.

Proof of claim. (a) Since l is odd (< p ≤ 7), we have l = 1, 3, 5. Then v1 = t,

v3 = t(4t2 + 3), v5 = t(16t4 + 20t2 + 5). These imply that ordp(vl) = d for each l, p with

1 ≤ l < p ≤ 7. From (vl, ul) = 1, we have ordp(ul) = 0.

(b) Since k is even, we have uk ≡ 0 (mod t), whence ordp(uk) ≥ d, ordp(vk) = 0. Since

vpk + upk

√
D = (vk + uk

√
D)p, we have

upk = uk

(p−1)/2∑
j=0

(
p

2j

)
v2j

k (u2
kD)

p−1
2

−j := uk

(p−1)/2∑
j=0

aj.

Then ordp(upk) ≥ d + 1. Indeed, if j < (p − 1)/2, then ordp(aj) ≥ d(p − 1 − 2j) > 1. If

j = (p−1)/2, then ordp(aj) = 1. Thus ordp(
∑(p−1)/2

j=0 aj) = 1. From (vpk, upk) = 1, we have

ordp(vpk) = 0. This completes the proof of the claim and hence of (1).

(2) Let vn = x2 (n, x ∈ Z, 2 ̸ | n). Case 1: n ≡ 0 (mod p). In the same way as in the

proof of Theorem 4.5, we obtain the following, respectively.

(i) If p = 3, then we have the equation

12x4
1 + 1 = x2

2,

which has no non-trivial solutions by Lemma 4.7.

(ii) If p = 5, then we have the elliptic curve defined by

Y 2 = X3 + 52X2 + 53X,

which implies X = 0, whence vk = 0, as above.

(iii) If p = 7, then we have the elliptic curve defined by

Y 2 = X3 + 72X2 + 2 · 73X + 74,

which implies X = 0, whence vk = 0, as above.

Case 2: n ̸≡ 0 (mod p). Similarly, comparing p-adic values of both sides of vn = x2

leads to a contradiction.

In order to prove (3), (4), we need the following two propositions:
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Proposition 4.8. If the equation un = x2 or 2x2 with n even > 0 has any solutions,

then we have D = 37, n = 2e · 3 with e ≥ 1.

Proof. Let n = 2es, where e ≥ 1 and s is odd. Then applying (4.11) e times yields

un = 2vn/2un/2 = 22vn/2vn/4un/4 = · · · = 2e

(
e∏

j=1

vn/2j

)
us.

Since vn/2j (1 ≤ j ≤ e), us are pairwise relatively prime, we have vs = x2
1 or 2x2

1 (x1 ∈ N).

By (2), the first equation has no solutions, since s is odd. By (1), the second equation has

only the solution s = 3, t = 6, D = 37, n = 2e · 3 with e ≥ 1. 2

Proposition 4.9. Let D = 37 and n = 2e · 3 with e ≥ 1. Then neither un = x2 nor

un = 2x2 has solutions.

Proof. Write n = 3k, where k = 2e. Then by (4.9) and (4.12), we have u3k = uk(4 ·
37u2

k + 3), since k is even. We see that uk ≡ 0 (mod 3). Otherwise, un = x2 or 2x2 implies

4 · 37u2
k + 3 = x2

1 (x1 ∈ N), which is found impossible by taking modulo 4. Hence it follows

from un = x2 that

uk = 3x2
1, 4 · 37u2

k + 3 = 3x2
2, x1, x2 ∈ N,

thus

444x4
1 + 1 = x2

2,

which has no non-trivial solution by Lemma 4.7. It also follows from un = 2x2 that

uk = 3 · 2 · x2
1, 4 · 37u2

k + 3 = 3x2
2, x1, x2 ∈ N,

thus

111(2x1)
4 + 1 = x2

2,

which has no non-trivial solutions by Lemma 4.7. 2

We now prove (3). Let un = 2x2, x ∈ Z. Since un is even, we see that n is even and

hence n ≥ 0. Thus by (4.11), we have

vn/2 = x2
1, un/2 = x2

2 (x1, x2 ∈ Z).

If n/2 is odd, then the first equation has no solution by (2). If n/2 is even, then the second

equation has only the solution n = 0 by Propositions 4.8, 4.9.

The assertion (4) is clear from Propositions 4.8, 4.9.
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4.2.3 Corollaries

Let t > 2 be even and D = t2 +1. It is easy to see that D is not a square. The fundamental

solution of the Pell equation X2 − DY 2 = ±4 is (2t, 2), and the general solution (X,Y )

is (X + Y
√

D)/2 = vn + un

√
D. Thus rephrasing Theorem 4.5 in terms of Pell’s equation

and quadratic fields yields the following two corollaries.

Corollary 4.10. Let t be as in Theorem 4.5 and let D = t2 + 1.

(1) The equation 4x4 − Dy2 = ±1 in x, y ∈ Z has no solutions unless t = 6, D = 37,

when only the solutions are x = ±21, y = ±145.

(2) The equation x4 − Dy2 = −1 in x, y ∈ Z has no solutions.

(3) The equation x2 − 4Dy4 = ±1 in x, y ∈ Z has only the solution x = ±1, y = 0.

(4) The equation x2 − Dy4 = 1 in x, y ∈ Z has only the solution x = ±1, y = 0.

Remark. The curve 4x4 − 37y2 = −1 is birationally equivalent over Q to the ellip-

tic curve y2 = x3 − 372x, whose Mordell-Weil group is ⟨(−1764/1452, 32672766/1453)⟩ ⊕
⟨(−37, 0)⟩ ⊕ ⟨(0, 0)⟩ ∼= Z ⊕ (Z/2Z) ⊕ (Z/2Z).

Corollary 4.11. Let t be as in Theorem 4.5. Assume that D = t2+1 is square-free, and

let k = Q(
√

D). Then the fundamental unit ε of k is t+
√

D. The equation Trk/Q(εn) = x2

(n, x ∈ Z) has no solutions except t = 6, D = 37, when the only solutions are n = 3,

x = ±42.

Remark. Let D be a square-free integer such that D ≡ 5 (mod 8), 1 < D < 200.

Let ε be a fundamental unit of the real quadratic field Q(
√

D). Then the equation

TrQ(
√

D)/Q(εn) = x2 (x, n ∈ Z) has no solutions except D = 5, 13, 37, 69, 77, 85, when the

only solutions are the following:

(n, x) =



(1, 1), (3, 2) if D = 5,

(3, 6) if D = 13,

(3, 42) if D = 37,

(±1, 5) if D = 69,

(±1, 3) if D = 77,

(1, 3) if D = 85.

Indeed, if D ̸= 37, 101, 141, 197, then ε = (a + b
√

D)/2 for some odd a, b, and the assertion

follows from Theorem 1 of [5] and Theorem 1 of [6]; if D = 37, 101 or 197, the assertion

follows from Corollary 4.11. The remaining D is 141. In this case, ε = 95 + 8
√

141,

47



NQ(
√

141)/Q(ε) = 1. Thus it is sufficient to show that 4x4 − 141y2 = 1 has no solution. But

this readily follows by reducing modulo 4.

Table 4.2 below gives all values of t < 100 satisfying the condition of Theorem 4.5 and

corresponding D = t2 + 1.

t D = t2 + 1
6 = 2 × 3 37

10 = 2 × 5 101
12 = 22 × 3 145 = 5 × 29
14 = 2 × 7 197
20 = 22 × 5 401
24 = 23 × 3 577
28 = 22 × 7 785 = 5 × 157
30 = 2 × 3 × 5 901 = 17 × 53
40 = 23 × 5 1601
42 = 2 × 3 × 7 1765 = 5 × 353
48 = 24 × 3 2305 = 5 × 461
54 = 2 × 33 2917
56 = 23 × 7 3137
60 = 22 × 3 × 5 3601 = 13 × 277
66 = 2 × 3 × 11 4357
70 = 2 × 5 × 7 4901 = 132 × 29
78 = 2 × 3 × 13 6085 = 5 × 1217
80 = 24 × 5 6401 = 37 × 173
84 = 22 × 3 × 7 7057
90 = 2 × 32 × 5 8101
96 = 25 × 3 9217 = 13 × 709

Table 4.2: t < 100 satisfying the condition
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Appendix A

Another proof of Proposition 3.5 for
Q(

√
29)

In Chapter 3, we determined the elliptic curves with everywhere good reduction over k =

Q(
√

29) (Theorem 3.7 (1)). An important part of the proof is the following proposition

(cf. Proposition 3.5):

Proposition A.1. Let E be an elliptic curve with everywhere good reduction over k

with ∆(E) ̸∈ k×3. Then E admits a 3-isogeny f : E → Ē defined over k and either E or

Ē has a k-rational point of order 3.

The proof given in Chapter 3 is heavily relies on computer calculation, in particular,

the calculation of the ray class number of k( 3
√

ε,
√
−3) modulo (3). Since 3 is unramified

in k, we can apply Lemma 2.9 and we know more about the decomposition of 3 in k(E[3]).

Using this, we give an algebraic proof of Proposition A.1 in the following.

Let ε = (5 +
√

29)/2. Let E be an elliptic curve with everywhere good reduction

over k with ∆(E) ̸∈ k×3. By assumption and Lemmas 1.1 and 3.3, we may assume that

∆(E) = −ε2n, n ∈ Z, 3 ̸ | n.

We first prove

Proposition A.2. E admits a 3-isogeny defined over k.

Let L = k(E[3]), G = Gal(L/k). Moreover, we set F = k(
√
−3), K = k( 3

√
∆(E)) =

k(α) = Q(α) and M = FK = Q(α,
√
−3), where α = 3

√
ε. To prove Proposition A.2,

suppose that the assertion is false. Then G = GL2(F3) by Lemma 2.7.

We quote some results which are proved in [26] or easily deduced from results in the

paper.
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Lemma A.3. Let K, L, M and F be as above and let N = Q(η), where η3−2η2−η−1 =

0. These fields have the following properties:

(1) ON = Z[η]. The discriminant of N is −3 · 29. OK = ON [α]. The discriminant of

K is 32293.

(2) hN = 1

(3) The prime 3 decomposes in N and M as p3p
′2
3 and (P3P

′
3P

′′
3)

2, respectively, where

p3 = (η − 1) and p′
3 = (η + 1) are distinct prime ideals of N , and P3, P

′
3 and P′′

3 are

distinct prime ideals of M . The primes p3 and p′
3 are inert in K.

(4) The prime 29 decomposes in N and K as p2
29p

′
29 and (P29P

′
29)

2, respectively, where

p29 and p′
29 are distinct prime ideals and P29 and P′

29 are distinct prime ideals of K.

(5) K = kN . In particular, the real prime of N is unramified in K.

(6) η 7→ −1 induces an isomorphism OK/p′
3
∼= F9 = F3(ᾱ), where ᾱ = α + p′

3.

(7) M is the Hilbert class field of Q(
√
−87).

Let p = 3Ok. Assume first that E has ordinary reduction at p. Then, Lemma 2.9

and Lemma A.3 (3) imply that the ramification index of p in L/k is 2. It follows from

Lemma A.3 (3) and (7) that L/M is an unramified extension of degree 8, which assertion

contradicts the fact that M is the maximal unramified extension of Q(
√
−87) (see [49]).

Suppose next that E has supersingular reduction at p. Then by Lemma 2.9, the inertia

group in L/k of a prime ideal of L dividing p is a cyclic group of order 8. There are exactly

three such subgroups of GL2(F3), namely ⟨τ⟩, g⟨τ⟩g−1, g2⟨τ⟩g−2, where τ =

[
1 −1
1 1

]
,

g =

[
1 1
0 1

]
. Let P be a prime ideal of L dividing p with inertia group ⟨τ⟩. By Lemma

A.3 (3), we must have P ∩K = p3 and the fixed field of L by the group ⟨τ⟩ is a quadratic

extension of K unramified outside p′
3 and the real primes p

(1)
∞ , p

(2)
∞ of K. However, we have

Lemma A.4. hK(p′
3p

(1)
∞ p

(2)
∞ ) is odd.

Proof. Let m = p′
3p

(1)
∞ p

(2)
∞ and let

Km =
{
x ∈ K× ∣∣ (x, m) = 1

}
, Km,1 =

{
x ∈ Km

∣∣ x ≡ 1 (modm)
}
.

The following three units generate the group Km/Km,1
∼= (OK/p′

3)
× × ⟨−1⟩ × ⟨−1⟩:

u1 = (η2 − 2η) + α, u2 = −η−1 + (η − 2)α, u3 = 1 + (2η − η2)α.

In fact, u1 ≡ α, u2 ≡ u3 ≡ 1 (mod p′
3) by Lemma A.3 (6), and

u
(1)
1 = 3.124 . . . , u

(2)
1 = 0.815 . . . ,
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u
(1)
2 = 0.554 . . . , u

(2)
2 = −0.708 . . . ,

u
(1)
3 = −1.411 . . . , u

(2)
3 = 1.804 . . . ,

where (i) (i = 1, 2) means the conjugacy corresponding to p
(i)
∞ . Hence, it follows from the

formula for the ray class number ([23], p. 127) that hK(m) = hK . Thus it is enough to

prove that hK is odd. Let F be as in Lemma A.3. By Lemma A.3 (3), (4) and (5), the only

prime of F ramifying in K is p′
29. Hence hK is odd by Lemma A.3 (2) above and Theorem

10.4 (a) of [46]. 2

Remark. Using KASH, we see that hK = hK(p′
3p

(1)
∞ p

(2)
∞ ) = 1.

Again we have a contradiction. This completes the proof of Proposition A.2.

What is remaining to prove Proposition A.1 is that either E or the 3-isogenous curve

has a k-rational point of order 3. This assertion is a special case of the following result.

Lemma A.5. Let k be a real quadratic field with narrow class number 1 and let p be a

prime number which is inert in k. Then for semistable elliptic curves E, Ē defined over k

which are p-isogenous over k, either E or Ē has a k-rational point of order p.

Proof. See p. 248 of the paper of Kraus [22]. His proof is similar to that of a result of

Serre which states that at least one of a pair of semi-stable p-isogenous curves defined over

Q must have a Q-rational point of order p. 2

Remark. The condition of the theorem that p is inert is necessary. In fact if p

ramifies, we cannot use Lemma 2.9 which Kraus used to prove Lemma A.5; if p splits in

k, the conclusion does not hold in general (for example, our curves 29A1 and 29A1′ are

5-isogenous over Q(
√

29) but none of the two curves have Q(
√

29)-rational points of order

5).

Hence the proof of Proposition A.1 is complete.
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Appendix B

Tables of elliptic curves

So far we have determined the elliptic curves with everywhere good reduction over k =

Q(
√

m) for m = 6, 7, 14, 29, 33, 37, 41 and 65. Here we give all these curves and divided

them into k-isogeny classes. The columns of the tables give the following data for each

curve E:

(1) The code of the form mXi, where m means that the curve is defined over k =

Q(
√

m), X denotes the k-isogeny class, and i is the ordinal number of the curve in its

class. When m = 6, 7, 14, 41, 65, we also give the code of each curve as given in Comalada’s

paper [8].

(2) The coefficients a1, a2, a3, a4 and a6.

(3) The discriminant of E.

(4) The j-invariant of E.

(5) The structure of the torsion subgroup, in which Cn is a cyclic group of order n.

(6) The isogeny graph of related curves. For elliptic curves E and Ē defined over k and

a rational prime p, the graph

E p Ē

means that E and Ē are p-isogenous over k.

To compute the torsion subgroup, Lemma 3.12 and the main result of [25] were used.

To divide into k-isogeny classes, Vélu’s formula ([45]) and results concerning Q-curves ([13],

[15]) were used.
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Code a1 a2 a3 a4 a6 ∆ j tors
6A1 (E1)

√
6 −2 −

√
6 −1 0 0 ε3 8000 C6

6A1′ (E2) −
√

6 −2 +
√

6 −1 0 0 ε′3 8000 C6

6A2 (E3)
√

6 1 −
√

6 1 +
√

6 9 − 34ε −1122 − 459
√

6 ε 64(4ε4 + 1)3ε′4 C2

6A2′ (E4) −
√

6 1 +
√

6 1 −
√

6 9 − 34ε′ −1122 + 459
√

6 ε′ 64(4ε′4 + 1)3ε4 C2

6A3 (E5)
√

6 2 + ε′ 3 −
√

6 −7 + 3
√

6 0 ε′5 64(4ε4 + 1)3ε′4 C6

6A3′ (E6) −
√

6 2 + ε 3 +
√

6 −7 − 3
√

6 0 ε5 64(4ε′4 + 1)3ε4 C6

6A2 6A1 6A3

6A2′ 6A1′ 6A3′
3

3

3

3

2 2 2

Code a1 a2 a3 a4 a6 ∆ j tors
7A1 (E7) 1 4ε 0 ε 0 ε6 2553 C2 × C2

7A1′ (E8) 1 4ε′ 0 ε′ 0 ε′6 2553 C2 × C2

7A2 (E9) 1 4ε 0 6ε − 80ε2 −3044 + 48513ε ε3 (256ε2 + ε′)3 C4

7A2′ (E10) 1 4ε′ 0 6ε′ − 80ε′2 −3044 + 48513ε′ ε−3 (256ε′2 + ε)3 C4

7A3 (E14) ε′ −2ε′ 0 ε′2 0 −ε′6 −153 C4

7A3′ (E13) ε −2ε 0 ε2 0 −ε6 −153 C4

7A4 (E12) 1 4ε 0 −4ε −ε3 − 2ε ε′9 (256ε′2 + ε)3 C2

7A4′ (E11) 1 4ε′ 0 −4ε′ −ε′3 − 2ε′ ε9 (256ε2 + ε′)3 C2

7A2 7A1 7A3

7A2′ 7A1′ 7A3′
2

2

2

2

7 7 7

©©©©©©©©

HHHHHHHH

7A4

7A4′

7

2

2

Code a1 a2 a3 a4 a6 ∆ j tors
14A1 (E15) 1 +

√
14 −9 − 2

√
14 0 ε 0 −ε3 −153 C2

14A1′ (E16) 1 −
√

14 −9 + 2
√

14 0 ε′ 0 −ε′3 −153 C2

14A2 (E17) 1 +
√

14 −9 − 2
√

14 0 −4ε 651 + 174
√

14 ε3 2553 C2

14A2′ (E18) 1 −
√

14 −9 + 2
√

14 0 −4ε′ 651 − 174
√

14 ε′3 2553 C2

7
14A1 14A1′

2

7
14A2 14A2′

2
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Code a1 a2 a3 a4 a6 ∆ j tors
29A1 1 0 ε2 0 0 −ε10 (5ε − 2)3ε′4 C3

29A1′ 1 0 ε−2 0 0 −ε′10 (5ε′ − 2)3ε4 C3

29A2 1 0 ε2 −5ε2 −(ε2 + 7ε4) −ε14 −(1 + 216ε2)3ε′14 1
29A2′ 1 0 ε′2 −5ε′2 −(ε′2 + 7ε′4) −ε′14 −(1 + 216ε′2)3ε14 1

5
29A1 29A1′

3

5
29A2 29A2′

3

Code a1 a2 a3 a4 a6 ∆ j tors
33A1 (ε − 3)/4 0 ε 0 0 −ε3 −215 C3

33A1′ (ε′ − 3)/4 0 ε′ 0 0 −ε′3 −215 C3

33A2 (ε − 3)/4 0 ε (5 − 215ε)/4 34 − 1563ε −ε −(5 +
√

33)3(243ε − 1)3ε′ 1
33A2′ (ε′ − 3)/4 0 ε′ (5 − 215ε′)/4 34 − 1563ε′ −ε′ −(5 −

√
33)3(243ε′ − 1)3ε 1

33A3 (ε − 3)/4 0 ε (15ε − 5)/4 (127ε − 1)/4 −ε5 −(5 −
√

33)3(243ε′ − 1)3ε 1
33A3′ (ε′ − 3)/4 0 ε′ (15ε′ − 5)/4 (127ε′ − 1)/4 −ε′5 −(5 +

√
33)3(243ε − 1)3ε′ 1

33A2 33A1 33A1′ 33A2′

33A3 33A3′

3 311

3 3

Code a1 a2 a3 a4 a6 ∆ j tors
37A1 0 (3ε + 1)/2 −ε (11ε + 1)/2 0 ε6 212 C5

37A2 0 (3ε + 1)/2 −ε −(1669ε + 139)/2 −7(5449ε + 451) ε6 33763 1

37A1 37A2
5

Code a1 a2 a3 a4 a6 ∆ j tors
41A1 (E23) 1 0 0 −ε 0 ε4 −(ε − 16)3ε′ C2 × C2

41A1′ (E24) 1 0 0 −ε′ 0 ε′4 −(ε′ − 16)3ε C2 × C2

41A2 (E26) 1 (7 −
√

41)/2 (7 −
√

41)/2 6 −
√

41 0 −ε′ 173ε C4

41A2′ (E25) 1 (7 +
√

41)/2 (7 +
√

41)/2 6 +
√

41 0 −ε 173ε′ C4

41A3 (E28) 1 0 0 4ε ε −ε5 −(256ε′ + 1)3ε C2

41A3′ (E27) 1 0 0 4ε′ ε′ −ε′5 −(256ε + 1)3ε′ C2

41A2 41A1 41A1′ 41A2′

41A3 41A3′

2 22

2 2
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Code a1 a2 a3 a4 a6 ∆ j tors
65A1 (E29) 1 −4ε 0 −ε 0 ε6 2573 C2 × C2

65A2 (E31) 1 2ε 0 ε2 0 ε6 173 C4 × C2

65A3 (E38) 1 −4ε 0 4ε 2ε − ε3 ε′3 (256ε′2 − ε)3 C2

65A3′ (E37) 1 −4ε′ 0 4ε′ 2ε′ − ε′3 ε3 (256ε2 − ε′)3 C2

65A4 (E35) 1 −ω ω 6 + 4ε −(431 + 53
√

65)/2 −56ε3 (8 + ε′)3 C4

65A4′ (E36) 1 −ω′ ω′ 6 + 4ε′ −(431 − 53
√

65)/2 −56ε′3 (8 + ε)3 C4

65A3′ 65A1 65A2 65A4

65A3 65A4′

2 22

2 2

Code a1 a2 a3 a4 a6 ∆ j tors
65B1 (E30) 1 1 − 20ε 0 −25ε 0 (5ε)6 2573 C2 × C2

65B2 (E32) 1 1 + 10ε 0 25ε2 0 (5ε)6 173 C2 × C2

65B3 (E40) 1 1 − 20ε 0 100ε −125(2ε − ε3) −56ε9 (256ε′2 − ε)3 C2

65B3′ (E39) 1 1 − 20ε′ 0 100ε′ −125(2ε′ − ε′3) −56ε′9 (256ε2 − ε′)3 C2

65B4 (E33) 1 1 + ω ω 7 + ω ω −ε3 (8 + ε′)3 C2

65B4′ (E34) 1 1 + ω′ ω′ 7 + ω′ ω′ −ε′3 (8 + ε)3 C2

65B3′ 65B1 65B2 65B4

65B3 65B4′

2 22

2 2
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