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Abstract
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regularity of the the transition density associated to the solution process of a stable-like driven
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1 Introduction

Lévy driven stochastic differential equations (sde’s) with irregular coefficients is a recent topic of
interest in stochastic analysis due to its various applications. In this work, we consider the problem
of existence and regularity of the transition densities of the solution to a stable-like driven sde with
Holder continuous coefficients. In this case, it was remarked by Debussche and Fournier [6], that
Malliavin calculus is not applicable due to the lack of differentiability of the coefficients. Using
different techniques, the authors of [6] show the existence of the density.

To be precise, [6] considers the following sde with jumps

X, = Xo+ /Ot b(X,)ds + /Ota(Xs)dZs. (1)

Here, b : R = R?, o : R — R4 and Z is a d-dimensional Lévy process with associated Lévy
measure v, which satisfies some stable like assumptions. In particular, ¥ can be taken to be the
multidimensional symmetric a-stable measure.

The main theorem in [6] hinges on an application of Lemma 2.1 within, which is an existence
result, that claims that a measure on R exhibits a density and the density function belongs to a
Besov space of order less than one, whenever it satisfies certain regularity conditions given in (2.4)
of the previously cited lemma. By using Lemma 2.1, the authors have shown that the transition
density of (1) exists and in heuristic terms, one may say that the transition density is Holder in
L'(R%)-norm of an order depending on the parameters of the problem. For an exact description, we
refer the reader to [6].

Konakov and Menozzi [12], also used the parametrix method to study the transition density of
sde’s of the form (1). The driving process, Z is assumed to be a symmetric stable process with Lévy
triple given by (0, v,~), where v is the Lévy measure.

Under some regularity assumptions on the coefficients, the densities of the sde given in (1) exist
and they become the fundamental solution to the backward Kolmogorov equation. By using the
fact that the densities satisfy the backward Kolmogorov equation, the authors in [12] derived using
the parametrix method, a formal asymptotic expansion of the transition densities with respect to
the transition densities of the so call parametriz. By showing that the formal asymptotic expansion
converges under their hypotheses, the authors were able to obtain an explicit representation of the
transition densities as the limit of a convergence sequence of partial sums.

Our approach relies on the recent work of Bally and Kohatsu-Higa [1], where the authors con-
sidered the parametrix method from a probabilistic point of view and developed systematically the
forward method and the backward method, which can be used to obtain asymptotic expansions of
the semigroup of the process X, without prior knowledge of the existence of the transition densities.
Given that the infinite series converges, one retrieves the transition densities by identification. The
authors also provide a probabilistic interpretation of the asymptotic expansion of the transition den-
sities, which enables one to find probabilistic representations that may lead to exact Monte Carlo
type simulation methods in order to estimate the transition densities. Furthermore, one may also
see in the structure of this probabilistic representation formula, a weight that is usually obtained
through infinite dimensional integration by parts formulas as in Malliavin Calculus in the smooth
coefficient case. In that paper, consideration is given to sde’s driven by jump processes which have
stable measures around zero with compact support. This assumption is taken in order to avoid the
moment explosion problem of stable processes.

In the present work we will concentrate on applying the backward parametriz method developed
in [1] to the study of the existence and regularity with respect to the initial and final points of the
transition density of the following process,

X, = Xo + / b(Xs)ds + / o(Xs_)dZ,, te0,T]. @)
(0,t] (0,t]



Where the process Z = By is an Brownian motion subordinated by an independent general subor-
dinator V. As a particular case, one obtains results for the case where the driving process Z is a
symmetric, rotationally invariant a stable process.

We assume that b is bounded continuous and o is Holder continuous. Besides the difference in
the drift coefficient hypotheses, our results differ from the main result in [6] in that we provide an
explicit representation of the transition density. In comparison with the method applied in [12],
where an explicit expression can also be obtained, our method does not assume a priori that the
density exists and is able to deal with the fact that the o is Holder. The use of the subordinated
Brownian motion has the advantage that the same technique can be easily extended to the case
of jump diffusions processes, once we suppose the uniform elliptic assumptions holds for both the
diffusion coefficient and the and jump coefficient o. Using this technique also allows us to consider
far more general subordinator classes and not just the explicit cases of stable or tempered stable
driving processes.

The main difficulty at hand is that one needs to have estimates of the increments of the associated
Euler scheme which may seem difficult to obtain. This difficulty is solved as we base our estimates on
Gaussian estimates together with inverse moment estimates for stable like subordinator. This leads
to moment estimates which have to be dealt with by considering two cases, small and big jumps.
In each case, delicate estimates have to be obtained and combinatorics in the respective iteration of
the Euler scheme have to be considered.

The paper is organized as follows. In section 3, we introduce the assumptions of this paper, the
construction of the stable-like processes based on the subordinated Brownian motion and our main
results in Theorem 3.9. For ease of understanding, we include in Remark 3.10, heuristic arguments
to shed light on the method of proof and roughly explain the reasons behind the conditions that are
required in Theorem 3.9.

In section 4, we show in details, the backward parametrix method developed (in a stochastic set-
ting) in Bally and Kohatsu [1] can be applied to the current setting. In particular, in subsection 4.2,
we derive in detail the ’formal” expansion of the semigroup of X and in subsection 4.3, a sketch of
the overall strategy of the paper will be provided to guide the reader through the overall strategy
employed in the rest of the paper.

Having obtained the ’formal’ expansion of the semigroup, section 5 is devoted to show that the
formal expansion indeed converges, which give rise to a representation of the semigroup associated
with X. By using the representation of the semigroup derived in section 5, we show in section 6,
that the density of the process X exists and can be represented as an convergent series (see (11)).

Once the density p;(z, y) of X; has shown to exist, the regularity properties of the density p;(z, y)
are studied in section 7. In section 7, the density p:(x,y) is shown to be differentiable in z, locally
Holder in y and continuous in ¢ in Theorem 7.2, Theorem 7.3 and Theorem 7.6 respectively. The
joint continuity of the density p:(z,y) in (z,y,t) for ¢ > 0 is then obtained in Corollary 7.12 by
combining Theorem 7.2, Theorem 7.3 and Theorem 7.6.

To conclude, in section 8, in similar spirit to [1], we provide several stochastic representations of
the density function. Finally in the appendix, we gather some auxiliary lemmas.

In the last period of writing the present article, independent from our work the related articles
by Knopova and Kulik [10] and more recently Huang [8] have appeared. We briefly explain the
difference between the current work and [8, 10].

In [10], the existence and time regularity of the density is studied under Holder regularity hy-
potheses on the coefficients and the driving process is the a-stable process with a € (0,1). The
parametrix methodology is also used in [10], but the structure of the a-stable driving process is
strongly used. In [10] some regularity of the drift coefficient is assumed while we only assumed the
drift is bounded continuous.

In [8], the larger class of tempered stable processes was considered using the parametrix method.
The main aim was to obtain upper and lower bounds for the transition density. The assumptions
within [8] differs in that the drift is assumed to be Lipschitz continuous and the class of Lévy



measures considered within do not cover the Brownian motion subordinated by the Lamperti-stable
subordinator discussed in Example 3.4. Regularity properties of the density were not studied in [8].

In contrast, the current work considers both regularity in space and time of the density. We
remark that both [10] and [8] do not use the Schoenberg theorem which leads to the subordinated
expression of the driving process. Our approach of using the subordinated Brownian motion enables
one to study the diffusion and the jump component simultaneously using only Gaussian estimates
and inverse moment estimates of the subordinator. Therefore, further generalization can be obtained
by considering subordinated Gaussian processes using a larger class of subordinators, given that the
inverse moments of the subordinators can be estimated.

The probabilistic representations are considered, which are also not discussed in [10] and [8].

2 Notations and Definitions

In the rest of the paper, we write {e;}, _, for the standard basis of R? B(z,¢) for the open ball of
size € centred at the point z € R? and S, for the d-dimensional unit sphere. All vectors are assumed
to be column vectors unless stated otherwise and vector norms are denoted by |- |. Time variables
will be usually taken on the on the interval (0,7] and we often write Ry := (0, 00). Sometimes we
prove some convergence results for series uniformly in time and space by finding converging upper
bounds. We will then say that a series converges uniformly if the convergence is uniform in all the
space variables and for compact sets in time which do not include a neighbourhood of 0.

For k € NU {co}, we denote by || f||x, the L* norm taken on the space variables of the function
f : R — R. The space of real valued functions which are k-times differentiable with compact
support will be denoted by C*(R%). If the sub-index c is replaced by b then the compact support
property is replaced by the boundedness property. The space of bounded real valued functions will
be denoted by B(R?) and the space of real valued continuous functions which go to zero as |z| — oo
is denoted by Co(R?). Note that if f € Co(R?) then ||f|loo := Sup,epa | f(7)] < o0.

The multi-dimensional Gaussian density with covariance matrix A and mean 0 will be denote
by q(A,-). We denote the d x d identity matrix by I and notation-wise and we do not make any
particular distinction between the multi-dimensional case and the one dimensional case, that is for
v € R} we shall write ¢(v, ) instead of g(vI, ).

Here, A is a positive definite matrix and for such matrices we use the notation ||Al|2 to denote
the spectral norm of the matrix A and [|Al|; := max; ), [A;;|. We remark that these norms are
equivalent to the Frobenius norm of the matrix A defined as ||A||r := /Tr (AT A) where AT denotes
the transpose of the matrix A. Expectations are denoted by E and the expectation conditioned to
the random vector X is denoted by E[-|X].

Finally, to ease notation used in the computations, when integrating over R%, we will omit the
writing the domain of integration. Constants are denoted by C and as it is usual these constants
may change its exact value from one line to the next without any further remark. They may depend
on the dimension and the uniform ellipticity assumptions and the Holder continuity assumption on
the coefficients without any further comment.

To avoid changing the notation, we will keep using x, y for the variables in functions which do not
necessarily mean that they correspond to the departing and arrival point for the transition function
of X. See also the Glossary (section 11) for further notation which will be introduced through this
presentation.

3 Assumptions, Method and Results

Definition 3.1. Let B be a d-dimensional Wiener process and V' be a subordinator. We say that the
subordinated process {Z; := By,; t € [0,T|} is a a-stable like process if the subordinator V satisfies



the following hypotheses.

Hypotheses 3.2. The Lévy measure u of the subordinator V satisfies the following properties:
There exists a € (0, 1) such that

(i) For every j < a, f(1,oo) A u(de) < oc.

(ii) For every t > 0, there exists constants C', A independent of ¢, and a positive concave increasing
function m, such that for any s > 0

E[efth] < Cefsam(s)tA'

(iii) For every w € (o, 1) and s > 0, there exists a constant C,,,
/ e p(de) < Cps®™ .
(0,1]

(iv) The Lévy measure p is such that u(Ry) = oo, u(R_) = 0.

Note that by identification, the Lévy measure of the a-stable like process Z is given by v(du) =
fR+ q(c, u)p(dc)du.

Lemma 3.3. As consequences of Hypotheses 3.2, we have
(i) for every 0 < j < «, E[V] is finite,
(ii) the integral, f(o,l] c p(de) is finite.

Proof. By Theorem 25.3. in [15], Hypotheses 3.2. (i) implies that for every 0 < j < «, E(V3) < oo.
For the second claim, we note that Hypotheses 3.2. (iii) implies that f(o 1] ¢ p(de) < oo for all

r > a. In fact, using the fact that e=*¢ € (e71,1) and that ¢"=* < 1 for w € (a, 7 A 1), we obtain
that the integral is finite. O

For ease of presentation, we set fi(dc) := (]1(071](0)0 + ]1(1,00)(0)) p(dce), which is a finite measure,
as it is integrable around zero due to Lemma 3.3. (ii) and at infinity due to Hypotheses 3.2 (i).

Example 3.4. Subordinators for which the above Hypotheses 3.2 are satisfied, include «-stable,
tempered a-stable, and Lamperti a-stable subordinators (see Caballero et al. [5]) for a € (0,1). We
show here that the Lamperti a-stable subordinators with Lévy measure p(de) = ﬁﬂ{oo}dc
satisfies Hypotheses 3.2.

Firstly, by I’Hopital’s rule, the function (;:r% belongs to Co(Ry) and thus there exist a

constant ko, depending on o € (0,1) such that p(de) < Cfﬁdc, which shows that Hypotheses 3.2

(i), (iii) are satisfied. Secondly, from integration by parts formula, the Lévy symbol of the Lamperti
a-stable subordinator satisfies

r(s+a)r(1—a)k>sa< s >1a I(1-a)k

vls) = I'(s) e 5+ o

(07

where the last inequality follows from the lower bound for ratio of Gamma functions given in Wendel
-«
[20]. This shows that Hypotheses 3.2 (ii) is satisfied with m(s) = ( s ) and A = ZU=2k

sta o

It follows from the definition of p that p(R_) =0 and

e’ -1/ _c —«
/(0 , 7(6671)1%16[0: —a” (e =1)

which shows that Hypotheses 3.2 (iv) is satisifed.

1
:oo7
0




From the Schoenberg’s theorem [16], we see that the above construction is flexible and can be
greatly generalized by appropriately choosing the Lévy measure p of the subordinator V. It is with
this thought that we have introduced the assumptions on the measure p.

In the rest of the paper, we chose to present the results under the following assumptions. For
a € (0,1), we assume the following conditions on the coefficients.

Hypotheses 3.5.

(i) b: R? — R? is a bounded continuous function for £ < a <1land b=0 for 0 < a <
(i) @ := ool : R? — R4 is globally k-Hélder continuous, for k € (0, 1].

(iii) There exists constants 0 < a < @, such that, for all x € R?,

1
3

al <a(x) <al
(iv) a weak solution exists

As mentioned in [6], the existence of solutions to (2) under their hypotheses is not known although
they conjecture the existence of weak solution and refer to results in Jacod [9].

In the case of stable process, that is given that V is a true a-stable subordinator, in the case
where X is 1-dimensional and b = 0, we can refer to Bass [2], or Komatsu [11] and Pragarauskas and
Zanzotto [14] or Zanzotto [22] for the existence and uniqueness of weak solution respectively. We
have e.g. that if o is uniformly elliptic and Hoélder of order k with ka > 1 then pathwise uniqueness
and weak existence is satisfied. For d > 1, we may refer to Williams [21] for existence results. For
more specialized results, we may cite e.g. Bass et al. [3] or Fournier [7].

In the current setting, we assume Hypotheses 3.5. (iv) only for completeness and the ease of

presentation. The reader can refer to the works of Bass and Tang [4] on martingale problems for
stable-like process, where with relative ease the existence and uniqueness of a weak solution can be
derived by modifying their techniques (see Remark 4.1 in [4]).

The main difference between our assumptions (Hypotheses 3.5) from those of [12] is that both
the drift and noise coefficients are assumed to be less regular. Note also that in [12], the drift is also
assumed to be zero for 2« € (0, 1].

Comparing to the assumptions of [6], the main difference is that we assume only that the drift
is bounded continuous instead of bounded and Hélder continuous, and as a consequence we obtain
less refined existence results for the density of X; comparing to those of [6]. The assumptions on the
noise coeflicient in [6] and Hypotheses 3.5 are similar, except that we assume the stronger uniformly
ellipticity condition, while in [6] the density exists on the set where the coefficient o is invertible,
and the Besov property will depend on the rate of degeneration of the coefficient o.

3.1 Main Result

Let us denote by £ the generator of X and its dual operator by £*. For f € C%(R%), denote by V2 f
the Hessian Matrix of f. Then the infinitesimal generators are given by

Lf(x) =L f(x)
L7 f(z) == b(2)" Vo f(z) + / {f(z+0(2)y) — f(2)} q(c,y)dyp(de). (3)

R4 XR+

Note that for all a € (0,1) the term
[ Vat@T ot el gy dunie
Re xRy

is zero due to the symmetry of the Gaussian density ¢(c,-). The parametrix process that we will use
is the ‘frozen’ process given by R
X{(z) =2+ 0(2)Z;.



The generator of the parametrix is given by
Ef@)= [ Aflatatly) - £ aleg)dyn(de), (4)
RE xR

and furthermore, its density )?f can be explicitly be given as follows.
Lemma 3.6. The transition density of )A(f(m) =z +0(2)Z; is given by

pi (z,y) = Elg(a(2)Vi, v — y)]

for (z,y, 2,t) € RIXRIXRIxR . In particular, this density is smooth with respect to (x,y) € R xR?
and

Vabi (2,y) = —E [(a(2)V) " (2 — y)q(a(2)Vi, z — y)] - (5)

Remark 3.7. The term pj (z,y) = E[q¢(a(z)V;, & — y)] is the density of the frozen process, which
is the subordinated Brownian motion B,(.)y,. Any upper bound available for this quantity can be
shown to become an upper bound for the corresponding density of the solution X to the stochastic
differential equation. If V' is a stable subordinator, then the upper bounds for the density are well
known and are readily available in Sztonyk [18] or Watanabe [19], that is for a € (0, 1),

Pi(2,y) < et~ 2172y —af) 720,
where v is a constant such that, given the Lévy measure v of Z = By we have

v(B(x,r)) <er? Vo € Sy r <

N =

One can obtain similar bounds to the above by bounding the term E[g(a(z)V;, 2 — y)] using inverse

moment estimates of V' and estimates of e~ .

The function 8 is defined for all (21, z,t) € R? x R% x R, as

~

0u(22, 20)P7 (22, 21) 1= (L7 — LB (-, 21))(22)| - (6)

zZ=z2

and by Lemma 9.1, we can write

Ou(z, y)pY () = b(x) Vb (2,7) (7)

+ / E[g(a)Vi + az)e,z — y) — qla@)Vi + a@)e.z — y)]p(de).  (8)

For every (z,y,t) € R? x R? x R, , we define I'(y,z) as

t t"71
Iy, x) :=/ / dty, ...dty K(ty,... t1,t;2,y) (9)
0 0
n—1
K(tn,...,t1,t;m,y) := / pir(z,2n) H Oti—t; 1 (Zi1, 20)Dp—p,, (Zig1, 20)dzigr. (10)
n i:0

where © = 2,11, ¥y = 20, t = to.

Remark 3.8. The reason for the choice of the order of indices in the multiple time integral in (9)
is due to the order in the probabilistic representation to be given in section 8.



Theorem 3.9. Assume Hypotheses 3.5 and let Z be a stable like process as described in
Hypotheses 3.2. Then for (z,y,t) € R? x RY x R, the following properties are satisfied
(i) (Theorem 6.1) The density, pi(z,y) of X for Xg = x, exists and has the following representation

pi(ey) = 3 I (9, 2). (11)
n=0

Here, the sum converges absolutely and uniformly.
(ii) (Theorem 7.2) For o > %, the density ps(z,y) of X; is Lipschitz continuous in x € R,
Furthermore it is differentiable with respect to x and

n=0

Here, the sum converges absolutely and uniformly.

(iii) (Theorem 7.3 and Corollary 7.4) The density, pi(x,y) of X: is locally S-Holder continuous in
y €R? for B€ (0,20 — 1) Ak) if a> L, and B € (0,20 N k) if a < L.

(iv) (Theorem 7.6) The density, pi(z,y) of X is continuous in t € R,.

As pointed out in the introduction, an advantage of using the subordinated Brownian motion is
that it allows one to study, by using the same technique, the existence and regularity of transition
densities of the sde (2) with a non-trivial diffusion component. However, in that case, the diffusion
component will dominate the situation and the parameter o will play little role in the computations.

Therefore, we will not present the computations but only point out that if one wishes to work
with a non-trial diffusion component then under Hypotheses 3.11, the main results in Theorem 3.9
can be re-stated with o = 1 and k replaced by k A k' (where &’ is the Holder exponent for the
coefficient associated with the diffusion component). While regularity results can be formulated
with a little to no modification, see Remark 7.5 and Remark 7.11.

Before proceeding to the rest of the paper, we explain in the following remark, in heuristic
terms, why do we encounter certain conditions relating the Holder exponent of o to the parameter o
related to the 2a-stable like process Z. We also demonstrate the reason why if we were to consider
the jump diffusion case, the diffusion component will dominate the situation and the computations
will effectively be reduced to that of the diffusions.

Remark 3.10. To demonstrate the computations in the jump diffusion case, we consider equation
(2), but with a non-trivial diffusion component, that is

X, :XO+/ b(X,_)ds + C(XS_)dBSwL/ o(X,_)dZ,, tel0,T). (12)
J(o,1] (0,t] (0,1]

and we work under the following assumption,

Hypotheses 3.11.

(i) b:R?Y — R? is a bounded continuous function.

(ii) a ;= 00T and e := (T : R — R¥*4 are globally k and k’-Hélder continuous, for k, &’ € (0, 1].
(iii) There exists constants 0 < a < @ and 0 < e < €, such that, for all 2 € R?,

ol <a(x)<al and el <e(x)<el

The existence and uniqueness of the solution to the sde (2) with a non-trivial diffusion com-
ponent (under Hypotheses 3.11) follows directly from the results of Stroock [17] with m(z,du) =
Js" a(ca(z), u)p(de)du. The reader is also referred to Theorem 5.1 in a recent survey by Bass [?].

For ease of computation, we assume in this remark that V' is a a-stable subordinator and d = 1.
It is not hard to see that p7(z,y) = E[g(a(2)V; + e(2)t,x — y)] is the density of the process X7 =
x + ((2)Wy + o(z)By,, where B and W are independent Brownian motions, whom are independent



of V. Since V is independent of B, one can carry out a calculation conditioned on o(Vs;s > 0). In
this setting, the generators of X7 := = + b(2)t + ((2)W; + o(2)By, and X* with V' ‘fized’ behave
locally like the generators for continuous diffusion process (this part of the argument is not rigorous)

and therefore (LYt — Ey)(ﬁi’(, y))(x) should behave like
Yy1=x

() Vel () + 3 () — e(0)DraBt(2,9) + 3 (ae) — a(u))ec! (2. )

We observe that by using Lemma 9.2 (iii). The first term associated with the drift can be estimated
as follows

b(2)V.5Y (2, y)| < CE[(V: + )" 2¢(C(V; + 1),z — )],

and again by Lemma 9.2 (ii) and (iii) the last two term associated with the diffusion and the jump
can be estimated using the k-Holder property of o and k’-Holder property of ¢ by

la(2) = a(y) |9z} (2, y)| < CE[(V + 1)~ 2q(C(V; + 1), — )]
o If there is a non-trivial diffusion component, then by noticing (V; +¢)~" <t~ " for r > 0,

<Ot +47 0% 44 DE[g(C(V; + 1), 2 — v)].

Yy1=x

(L% = L)(3! (y) (@)

The space integrals, appearing in (10), will be used to deal with the Gaussian terms above. While,
to deal with the time integrals appearing in (9) and to show that the series (11) converges, we will
apply Corollary 9.9. It is then easy to see that the convergence does not depend on the stable
parameter o and the result is identical to the diffusion case.

e If there is no diffusion component, that is {( = 0, then one is forced to compute the inverse
.. . . 1 .
moments of V' and by the self-similarity property of V', that is taV; = V; in law, we expect that

(cvr — LYPY(., y))(x)’ is upper bounded by

CrEE[V, T qlata Vi, x —y)] + O SRE[V F(ats Vi, x - y)].

Roughly speaking, the space integrals, appearing in (10), will be used to deal with the terms involving
q(a(y)t=Vi,z —y) and the finiteness of the inverse moments of V; is treated using results from
subsection 9.5. While, to deal with the time integrals appearing in (9) and to show that the series

(11) converges, (done in Theorem 6.1), we will apply Corollary 9.9. This gives rise to the conditions
+ < a (drift condition) and 1 — % < @, which are conditions required for t~2« and ¢t~ 2= to be
1o, 7dt integrable. The condition % < « appears difficult to remove, while the condition 1 — % <«
can in fact be removed by careful using the effects of the jumps as is done in Lemma 9.15. Therefore,
the assumption that b = 0, whenever o < % is essentially due to the fact that in the case where
b # 0, to show convergence, Corollary 9.9 is only applicable if a > %

The drift condition for a < % may be removed by assuming further regularity on b and changing

the parametrix process. We do not do that here as we are interested in minimal conditions.

In short, in order to show that the series in (11) converges, suitable estimates for each term in
(9) are required. This will imply the need to estimate the basic function é\t(x, y)py (z,y) given in (6),
which is obtained using inverse moments estimates of V and V + ¢ computed in Lemma 9.14 and
Lemma 9.15. These estimates will lead to estimates of the integral which are in the form given in
Corollary 9.9, which is used to obtain uniform convergence of the series in (11). We point out here
that the difficulty is in carefully controlling the estimate of the inverse moments of V and V + ¢, as
the convergence of partial sum (11) depends heavily on these estimates.

Of course, the above arguments are heuristic, but they are a good guideline as to what conditions
one will expect in the computations.



As pointed out in Remark 3.10, that under Hypotheses 3.11, the diffusion component dominates
the situation and one is no longer required to compute the inverse moments of V. The parameter
« then plays little role in the convergence of the series and one falls back to the diffusion case.
Therefore, to avoid needless repetition, in the rest of the paper, we work under Hypotheses 3.5

Remark 3.12. In Theorem 3.9 (ii) and (iii), the Lipschitz coefficient is independent of (z,y) €
R? x R? and the local Holder constant is independent of z € R? x R?, and are both locally bounded
in t € R;. The joint continuity of p;(z,y) in (x,y,t) € R? x R? x R, is obtained in Corollary 7.12
by combining Theorem 3.9 (ii) (iii) and (iv). The fact that one obtains less regularity in y than in
x is inherent to the parametrix method. In fact, looking at (10), one notes that the regularity on z

depends only on p;"(z, z,) while the regularity on y depends on 6;_, (21, y)D}_;, (21, ¥).

4 The parametrix method

In this section, we show in detail that the backward parametrix method developed in [1], which serves
to obtain an expansion for a given semigroup operator around the semigroup of the parametrix, i.e.
PZ for a given z € RY, can be applied in the current setting. This is done because, in the current
work, the properties of the basic function Ot(a:,y)pt (z,y) do not fall perfectly into the framework
developed in [1] and one can not simply refer to their results.

4.1 Some definitions and preliminary estimates

For f € B(RY), we define P, f(z ) IE(f( +)) where X is the unique weak solution to (1). We
defined the parametrix given by PZ =[fly pt x,y)dy and note that ( ?)ter, is a semigroup

for fixed z € RY. For fixed y, z € R? and f € Dom(PY)NDom(P,), we obtain using the fundamental
theorem for operators,

RIG) - e = [ 00 RS = [ P (- )R i, (9

where we let é;(x,y)ﬁty(%y) = (LY = L)) () ()

Following the notation in [1], for
yi=z

f € B(R?), we introduce the following operators,

- /f(y)@(x,y)ﬁ(m,y)dy

/f pi (z,y)dy,

whenever the integrals are well defined. Recall from (8) that

0:(x, y)p} (z,y) = b(x)" Vi (2,y)

+ [ Elael)Vi +ale)ers ) - alawVi + aly)e.o — )] n(de).
Ry

Before showing that by usmg (13), an asymptotic expansion for P;f can be obtained, we give some
preliminary estimates for Qt(x y)p{ (z,y) and the operator S ;. Note that the function 9,(7 Yot (z,y)
can be decomposed into three components which we denote by

D(t;z,y) := b(z)"V.p (x,y)

T (t,y) = /(O | Bla(e(0)Vi + o)z — ) ala)Vi + alwer —)]u(de)

J(1,00) (5 2, y) :=/ E[q(a(y)V; + a(z)e, x — y) — q(a(y)V; + a(y)e,z — y) | p(de).

[LOO)
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The function D is part that is associated with the drift, and Jig 1) and J(1 ) are the parts associated
with the small jumps and large jumps respectively.

Lemma 4.1. For (z,y,t) € R x R? x (0,7,

p(x,y) < CE[g(@Vy, z — y))

|D(t;z,y)| < CE[V, 2q(2aV;,z — y)] (14)
| Tt 2, 9)| < C ( }E[(Vt + )" Dg(2a(V; + ),z — y)] fi(de) (15)
0,1
|J(1,00) (5 2,9)| < C ( )E [q(2a(V; + ¢), x — y)] [i(dc), (16)
1,00

where [i(de) = (Lo,1(c)c + L(1,00)(c)) p(dc).

Proof. The first inequality follows from Lemma 3.6 and Lemma 9.2 (i). The bound for D(t; z,y) is
obtained by applying Lemma 9.2.(ii) to (5) and using the assumption that b is bounded which gives

IVLE [q(a(y)Vs, z — y)]| x |b(z)| < CE[(@Vi)~2q(2aVs, = — y)].

The bound for J 1) (t;z,y) follows from Lemma 9.4. For J o)(t;x,y), we see from (6) that by
using triangular inequality and Lemma 9.2 (i), for 1 < ¢ < oo,

/( | [Blaa)Ve +a@)e — ) —a(0(0)Vi + alw)e )
<c [ Bl +o.m - y)lu)
(1,00)

and with this we conclude the proof. O

Lemma 4.2. For a fired (y,t) € R? x Ry, the function x —s 04 (x,y)pY (z,y) belongs to Co(RY) N

o~

LY (RY) and the function 0,(z,y)p} (x,y) satisfies the following inequalities for any w € (a,1 A (o +
1-4))
2

max (/I@(w,y)ﬁi’(x,y)ld%/I@\t(x,y)ﬁ?(w,y)ldy) <Ot % 4177 1) (17)
~ _14d _(1—k d _d
0u(z, )P (@, y)| < CE[V; = +V, U759 py75] (18)
<Ot 2 4t 4t e) (19)
whereX::a—w—i—l—gG(a—g,l—g).

Proof. Inequality (19) follows directly from Lemma 4.1 (using the fact that V; + ¢ > V;), and

Lemma 9.14. To show that 8;(-,y)p?(-,y) € L'(R%), we see that from (14), Fubini-Tonelli theorem
and Lemma 9.14,

/ID(t;x,yﬂdx < CE[V, ?] < Ci—%.

While from (15) and (16), we apply the Fubini-Tonelli theorem and Lemma 9.15 with n = 0,
A=1-— %, 6 =0 and vy = 3 to obtain that for any w € (a, 1 A (v + X))

/ o (62, )lde + / Tto (2, )| < / E[(V + &) 091 ey + Loy Jilde)
. . Ry

<Ct =

11



where X == a —w + 1 — b e(a—%,1-%) with A = 1 — £. The integral against dy is computed

2
similarly.
To show that Jio11(t; -, ), J(1,00)(t;,¥) € Co(R%), we see from (15) and (16) that the integrand

with respect to p(de) x P in (8) can be bounded above by C’(chzj];M]l(O’l] (c) + Vt_%]l(lm)(c)),
which is independent of (z,y) € R? x R%, and it is p(de) x P-integrable due to the finiteness of i
and Lemma 9.14. The result then holds by applying dominated convergence theorem to interchange
the integral in u(dc) x P and the limit in 2. Similar arguments show that D(t;-,y) € Co(R?). O

Lemma 4.3. If f € L*(R%), then fort > 0, S f € Co(R%) N L (RY).

Proof. To show that S} f =[fly )0, (z, y)p! (z,y)dy € L'(R?), we see that from Fubini-Tonelli
theorem and (17),

/ 157 f(2)|da < / F@)) / By (9B (2, ) dady < Ol|fl1 (% +17% +1).

To show that §;‘ f belongs to Co(R?), we note that from (19), the dominated convergence theorem
can be applied to interchange the limit in = and integral in dy. The result then follows from
Lemma 4.2. O

4.2 Finite order expansion of the Semigroup

Following the method exposed in [1], in this section, we show in detail, how an expansion of the
semigroup (P;)¢>o of X can be obtained.

Theorem 4.4. Let h,g € Co(R?) N LY(R?), then
(P;h, g) ZI” +(RN(h),g),
where for n =0, we set I]'(h) := Qfh and forn > 1,

/ dt - / Utn Q1,5 1y Bl hla) = [ B 0 0)dy

tN—1 .
RY (h)(z) = / e [y PLSE i ble)
Proof. From Lemma 3.6 and Lemma 9.14, we see that pY(-,y) is bounded and one can write
(o= PR ) = [ (6= EOPL i

:/ dtl/Ptl(’adZ) aT—th%Z/)ﬁ%_tﬁe(Z,y)-
0

Therefore, taking the limit as ¢ — 0, we have for all h, g € Co(R%) N L*(R?),
tiy [ dyh(y) [ drgla) (P~ B o) (20)

t
—tiy [ ayh(y) [ deglo) [ dt [ Pu(o.de) Bros iz (20)
€ 0

12



To show that (21) is well defined, we have by (17), and (78) in the appendix,
[t [ aslg(o) / Po(,2) [y s (oo 0Py (229) (22)
<C(t—ti+ @ [ dolge)] [ Puleidz) < Ct—t)" GV Jgllbll (23)

Recall that A = 1 — £ and Xi=a-w+1-— %, which for « > 3 and w € (& VA 1A (a+ A))

(V(a, k) € (0,1)2, if b = 0) satisfies that 2 v 2L <1 and therefore (23) is integrable with respect
to 1(g,qdt1. This implies that for a > 3 the Fublm—Tonelh theorem can be used in (21) to freely
exchange the order of integration, and the limit as ¢ — 0 can be introduced within the integral
against dt; by dominated convergence theorem (the integrand is bounded by (23)). To exchange the
limit as € — 0 and the integral against dy x dx x P, (z,dz), we see that the integrand in (22) can
bounded above using (19) and the fact that V is increasing. Therefore, by dominated convergence

theorem and Lemma 9.8 (continuity of é\t(z y)pi(z,y) in t), we can rewrite (21) as

hm dt1<Pt15t* t1+€ /dtl hm<Pt15t t1+e /dtl Pt1 t— tlh >

e—0 0

To treat (20), we see that from Lemma 3.6, we have [ p{(z,y)dy < C and

/ dylh(y) / dalg(2) / Py(z, dw) |52 (w, 9)] < Cllglh|[Alloe

This implies that Fubini-Tonelli theorem can be applied to interchange the order of integration

_d
against dy x dx x P;(z,dw). Then by using the fact that p7(x,y) < E(V, 2), we see that the
dominated convergence theorem can be applied to treat the limit in €, together with the fact that
P! (x,y) is the transition density of a Feller process and h, g € Cy(R?), we have

tiy [ dyh(y) [ dog(o) [ Pito.duiptiu.g) = [ dgta) [ P, dw) i [ duh)piw.s) = (Pibeg)
lim [ dyh(y) / drg(2)piy(v,y) = / dyh(y) / drg(x)py (z,y) = (Qrh, g) -

e—0

From the above arguments, we see that (20) and (21) can be rewritten into,
t
(Phvg) = @ihg)+ [ (P8 hg) it
0

From Lemma 4.3, we know that §,§Lt1h € Co(R?) N L*(RY) and by iteration we can derive the
expansion of the semigroup in the weak sense. O

4.3 Outline of the proofs

Having derived the finite order expansion of the semigroup (P;);>o associated with the process X.
For the convenience of the reader, we present in this section an overview of the strategy deployed in
the rest of the paper to study the existence and regularity of the density of X.

Representation of the semigroup: As shown in the previous section, by using the method in
[1], we have for any fixed N € N and for any g, h € Co(R%) N L' (R9),

( Pih,g) ZI" +(RN(h),g).

Here I}'(h)(z) := [ I}'(y,z)h(y)dy. By showing in Theorem 5.1 that the reminder ||R} (h)||oc — 0
as N — oo, we have

( Ph,g) = lim ZI" (24)

N—)oo
n=0
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We show in Theorem 5.1 that the partial sum ZQLO I7*(h)(x) converges absolutely and uniformly,
and we denote the limit by Y7, I;*(h)(z), which together with (24) shows that

Zf” (Ph,g).

This implies Ph(z) = Yo7, I (h)(x) for almost all x € RY.
Existence of the density: For h € Co(RY) N L*(RY), we have that for almost for all z € R¢

N

CCEENTS STICEENT b
n=0

To obtain a representation of the density, we show in Theorem 6.1 that the sequence of partial sums
Zﬁ;o IT'(y, x) converges absolutely and uniformly. This implies

N

1> L, 2)hy)l < Clh() Y 7 (y,0)] < Cilhy)],

n=0 n=0

where the constant C; is independent of (x,y). Therefore by dominated convergence theorem,

N
0)= [ hw) Jin > 1.2 d
n=0

for all h € CO (Rd) N L'(RY), and from which we identify the form of the density to be p;(z,y) =
thﬁOO Zn 0 (y, )
Regularity of the density: Having shown that the density of X exists and has the representation

N
pe(z,y) = lim > Iy
n=0

we study the regularity of the density p;(z,y) using the above representation. To show that the
density pi(x,y) is Lipschitz in x, we show that, for each n, I]*(y,x) is Lipschitz in = with Lipschitz
constant L} independent of y and that the sequence of partial sums of the Lipschitz constants is
convergent and finite, i.e.

N
p(,9) — pela”,y)| < | — 2] ]\}grlwg)L?-
n=

n

The assumptions in Theorem 7.2 allows one to apply Corollary 9.9 to show that limy_, s ZTJLO L}
is finite. The method of proof for Holder continuity in y and (Holder)-continuity in ¢ are similar. By
combining continuity in each variable, we obtain the joint continuity of the density in Corollary 7.12.

The density p:(x,y) is Lipschitz continuous in z and to examine differentiability with respect to
x, we notice that by Rademacher theorem, it is sufficient to compute the gradient of the density. In
Theorem 7.2, one first identifies V. I}*(x,y) and then shows that the partial sums Zg:o V. I (y, )
converge absolutely and uniformly, which implies

Vapi(a,y) =V, lim ZI Y, ) = lgnooZV L' (y,x

for (y,t) € R x R,

14



5 Study of the Remainder

To obtain the asymptotic expansion of P;(h), for h € Co(R%) N L' (R?) we show that the reminder
|RN (h)(z)| goes to zero as N — oo. To estimate the reminder in Theorem 4.4 and study the
convergence of the expansion, we need to estimate the terms |§t(x, Y)Y (z,y) and pY(z,y), using
Lemma 4.1 and Lemma 4.2.

Roughly speaking, the validity of the asymptotic expansion (24) depends on the inverse moments
of V; which are estimated in subsection 9.5.

Theorem 5.1. Z;he sequence of partial sums ZnN:o I (h) converges uniformly as N — oo. Further-
more Py(h) =" I7"(h).

Proof. One divides the proof in two cases: (i) If b # 0, k € (0,1) and o > 1, then for any
g,h € Co(R?) N LY(RY), we have that for all n, N € N, I?*(h) and R} (h) are well defined and (24)
is valid.

(ii) if b = 0 (the drift is zero), then for any (o, k) € (0,1)? and g,h € Co(R%) N L1(RY), for all

n,N € N, I"(h) and R (h) are well defined and (24) is valid.
To do this we need to find upper bounds for the operators used in the definitions of I™ and RY.

In fact, one easily obtains that |Q*g(z)| < ||9]lco, |P:h(2)| < ||h]|co and from (17) we have that for
any w € (o, 1),

Q¥

1Sih()] < Cllhfloo (t7 25 + 17 7), (25)

where A i=a —w + 1 — g and A =1 — % From here, one obtains the estimates:

n—1

to tn—1
17 (h) ()] < C’”Hh||oo/ / b -ty T (5 = tien) ™ + (1 — tia)”
0 0

=0

Q>

) (26)
to tn—1 nt VIR
gC”HhHw/ / dty ...dty [ (ti = tiga)” =V,
0 0 i=0

V

).

where the last inequality above follows from (78). In order to apply Corollary 9.9 with v; = vo =
L we see that for any w € («V A, 1A (a+A)) we have that A € (0, a) and therefore 7, = 72 € (0

2

From here, we obtain that there exists a constant C such that |I]*(h)(z)| <

e

cne(l—v1)n
P(I+n(l-m))"
The reminder is estimated similarly to give the existence of a constant C such that |RY (h)(z)| <

1‘(1+z§7(1\1l'y1)) — 0. Furthermore, note that in general, given y > 0, the series

DR
' T(L+p+n(l— )

converges uniformly for y in compact sets. In fact, without loss of generality one can consider p = 0
as the Gamma function is increasing for values of n large enough. Then the above sum converges if
one uses the Stirling approximation for the Gamma function.

Therefore the arguments at the beginning of subsection 4.3 can be carried out and the result
follows. Clearly if b = 0 then the first term in (26) disappears and we obtain (ii). O

6 Existence of Density

In this subsection, we examine the existence of the density of the process X. The main goal is to
show that the partial sum ZQLO I (y, x) converges uniformly.
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For ease of computation and compactness in the formulas, we enlarge the domain of integration
and let §g be the Dirac measure at zero then the result of Lemma 4.1 can be rewritten as

D(t;z,y) < C E[V, 2q(2a(V; + &),z — y)] fi(dc) x &o(de)
(0,1] xR

Joy(t;z,y) <C E[(Vi 4+ ¢)~ 0= g(2a(Vi + ¢), = — y)] fi(de) x 8o(de)
(0,1]xR

oo (2,y) < C /( | Elaatvi a2 - ] tde) x s,
1,00) xR

In order to combine the three above estimates for the drift and jumps together to obtain a single
Gaussian upper bound, we introduce an auxiliary %-Bernoulli random variable 7, which is indepen-
dent of V. For every c, ¢, and for A\, 4,7 € R, we set

W (0) = (1= ) [ Lo (@(e+ Vi)™ + 1,00 (e)e+ Vo) 7| +0Vi ™ (27)
Vi, (6,0) = a(Ve + e+ (1= n)e) (28)

which are both greater than zero. Then from Lemma 4.1 applied to (7) we obtain

Byt <O | Ela@Vyv(ee), e -y Wl (@] lde) x dolde).
+ X

Before proceeding with the proofs and results, we introduce some notations and simplifications that
will be used through out the rest of this article. Using the fact that V;_, has the same distribution
as V; — Vi, we replace Vi, _y, ., by Ay, V := V;, — Vi, in the right hand side of (8) and for
1=0,...,n—1, 20 =y and z,4+1 = x. Given a sequence of independent %—Bernoulli random variable
1

(Mi)i=o0,... n—1, we can write for A =1 — g, d=0and vy =3,

10, —t; 1 (Zit1, 20)P5 4, (Zi1, 23|

<C El:q(QV"]i7Ati+1v(ci7Ei)7 2i — Zi+1)W;\7f’AFYt'+1V(Ci)] ﬁ(dcl) X 50(d51) (29)
R4 xR ‘

Note that from the independent increment property of V', and the independence of the sequence
(Mi)i=0,...n—1 we are free to exchange the order of expectation, integrals and products when we
consider (10).

Theorem 6.1. The partial sum Z?}:O I (y,x) converges absolutely and uniformly and the density
pi(x,y) is given by

pt(m,y) = thn(yax)

=0
t tn—1
7y, ) :/ / Q... dty Kt 11, t2,7) (30)
0 0
where K(ty, ..., t1,t;x,y) is defined in (10).

Proof. The proof shares various estimates with the proof of Theorem 5.1. To show that the series
of partial sums converge absolutely and uniformly, one needs to estimate |Ij*(y,z)| and this is done
in two steps.

Step 1. One first estimates the space integral |K (t,,...,t1,t;x,y)| defined in (10). Since the
integrand in (29) is positive and from the independent increment property of V', and independence of
(Mi)i=1,...n, we are free to exchange the order of expectation, integrals and products after estimating
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(10) using (29). From the convolution property of Gaubsian densities, ie integrating with respect
to the variables z;,4 = 1,...,n, we obtain for A\=1—- %, § =0 and v = 5

K (tns - - - 11, 6 2, )|

n—1 n—1

< C"E{/(MXR)H Q(Qﬁvtn +2 ; Viiag,,, v (i, @), 20 — Zn+1) E) W;\f’&iﬂv(ci) f(de;) x 50(d5i)}
n—1 n _an—1
< C”E{/ (Z(mci + (1 =m)é) + ZAth) CTIweR Lvle) ildey) x 50(6@)}
Ry xR)™ 52 =0 i=0 '

<oe(S o) L[ v, ene)
=0

where V; := 0. Using Lemma 9.12 and Hypotheses 3.2, the above expectation is given by

n+t1

d\ ! a n—1
o () [ ATl [T [ sl wi vt ds,
2 R 3 R it+1
+ 1=0 —+
—or(g) Sg_leszm“"”""ﬁ[ Efems eV WS ()] ldes)] dsn. (31)
a 2 R4 " 0 R, TIi,Ati+1V i) | i n-

To compute the expectations in the product, we note that from (27) the terms can be computed
using Lemma 9.15 with A =1 — §7 d=0and v = % which gives that

/ ]E[e_snm “VW;\zfAvt v(e)]a(de;) < Ce= M Isum@sn)Alti=tiv1) (¢, ti-i—l)_(évi)'
Ry

7+1

Since m is increasing, then m(s) < m(2s), which gives us

n—1
(s st y)| < Cn(/ S;flefM“ 1 am(Sn)AZ?:_()l(tifti+l)dsn) H(tl _ ti_H)*(%\/ﬁ)
Ry i=0
n—1 R
< cmtds [](t — tigr) "5V (32)
=0

where the last inequality follows from Lemma 9.13.

Step 2. After having computed the estimate for the space integral in (31), we now compute the
time integral. That is,

to tno1 n-1 n—l s,
/ / dtndt1|K(tn, it Ly ‘ <Cn / / ty...dt H(ti—ti+1)_(3vﬁ
0 0 =0

where A =a —w+1— g and A =1— % Proceeding as in the proof of Theorem 5.1 we obtain the
result. O

7 Regularity of the Density

The goal of this section is to prove the regularity of the density with respect to the variables (x,y,t) €
R?xR? xR, . In particular, in order to prove the joint continuity we will prove equicontinuity of any
one of the three variables with respect to the other two. The proofs of Theorem 7.2, Theorem 7.3
and Theorem 7.6 are similar to the proof of Theorem 6.1, therefore not all the details of the proof
are given and we shall refer to the corresponding parts of the proof of Theorem 6.1.
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7.1 Differentiability with respect to the initial point

Lemma 7.1. Fort > 0, the density pY(-,y) is Lipschitz continuous, more explicitly

_1
P (2", y) — bY (2, y)| < Cla” — |E[V; * (q(2aVi, 2™ — y) + q(2aVi, @ — y)) |.

Proof. Using Lemma 3.6, the algebraic identity a? — b* = (a — b)(a + b) and Lemma 9.2. (iv), we
have

B (2", y) — B (2, y) = CE|(V; det(a(y))) /2
x (q(2Via(y), =" —y) — ¢ (2Via(y),z — y)) (¢ 2Via(y), 2" —y) + ¢ (2Via(y),z —y)) ] :

Next, applying Lemma 9.3 and Hypotheses 3.5. (iii),

5 (2", y) = Bt (2, y)| < Cla” = 2[E[V, 7 (q(2aVs, 2" — y) + q(2aVi, 2 — ) |.
O

Theorem 7.2. For a > % and t > 0, the density p(x,y) satisfies the following properties:

(i) It is globally Lipschitz in x, where the Lipschitz constant is independent of (z,y) and locally
bounded in t.

(i) It is differentiable in x and

N
O pe(,y) = &gllw;aziff(y,x)
where for a fitedn € N andi=1,...,d
n—1

t t'n.fl —~
) :/ / - dity /51 P (@, 2n) [ ] Ori—tos (i, 2007, (2ig1, 20) dzign.
0 0 i=0

Proof. (i) For notational simplicity, we set

n—1

_1 -~ o~
K'(tn,....,t1,t;2,y) == /]E[th *q(4aVy,,x — Zn)} H Ot —t;1 (Zi1, Zi)Piﬂtm(2i+1»Zi)dZi+1~
i=0

From Lemma 7.1 and (9),

t th—1
1 (y, ) — I (y, 2°)| gcu«*—ﬂ/ / ity (K (b ooty 432, y) 4 K (s b1, 2 1)
0 0

We consider first the space integral. The proof is along similar lines as in the proof of Theorem 6.1,
_T
except that in the present case we have an extra V, * term. Following the same computations as
in Step 1. of Theorem 6.1, recalling the notation Wf‘]f’&iﬂv(ci) in (27) for A\=1—% 6 =0 and
A=12
29
|K' (tn, s t1, t;2,9)]
_1 el
<C"E {th } / Z Ao V) ETT WA e fitdes) x 50(dai)}
]R+ XR i=0 °

=0

d_
/ / % Sa (3+3n)th H / *S"A%HVW;; 6&5 ( Z)]ﬁ(dcz)} dsnds. (33)
Ry JRy Ry PR
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Recall that under Hypotheses 3.2 (ii) , there exists a positive increasing concave function m and
constant positive constant A such that

E[efsvf} < Cefsﬂm(s)tA )

Next, since 0 < a < 1 and m is a positive increasing concave function, one can apply the Jensen’s
inequality, to obtain (z +y)*m(z +y) > z(z*m(2x) + y*m(2y)) for any a,b > 0 and 0 < z < 2071,
Thus from Hypotheses 3.2 (ii),

E[67(3+5n)th] < Cef(ersn)”m(s«ksn)tnA < C«efz(szm(25n)+s“m(2s))tnA.

Then one can further bound (33) as follows,

|K/(tn-, tlt.l~y)| < C(/ S%—le—z.sam(ls)tnAds)
Ry

n—1
d__ o
x [ siTtemsimsna [ T] [ pfeden VW, (e itden)] ds.
Ry i—o IR+

NirBt;

The first term above is computed using Lemma 9.13, while the second term is computed the same
way as in (31) and (26). This shows that for any w € (a, 1 A (a4 N))

n—1

t th—1 ~
1} (y,x) — It (y,2")| < C"|z™ — $|/ / dty ... dty =3ty 2 H(ti —tip1)"BVER)(34)
0 0 i=0

where A = a —w + 1 — % with A =1 — % The above multiple time integral is finite for a > % and
w € (VA 1A (a+ A)) (see the proof of Theorem 6.1).

From (34) and Corollary 9.9, the partial sum involving |I*(y, x) — I (y, *)| converges absolutely
and uniformly in (z,vy,t) € R? x R? x (0, 7] to a constant locally bounded in ¢ > 0. This shows that
for a fixed ¢, the density p;(x,y) is globally Lipschitz in z.

(ii) By Rademacher’s theorem, the density p:(x,y) is differentiable in « almost everywhere and
the derivative is uniquely determined by the gradient V,p:(z,y). In the following, we give an explicit
representation of the gradient V,p;(z,y). For any f : R? — R, we write A; , f(v) = f(z+he;)— f(z),
and by setting z* = © 4 e;h for h # 0 in the proof of (i) (in particular from (34)), we observe that

1 e n—1 R
[ i (bt b, y)| < O3 877 T (= i) 70V,
=0

and we deduce for A =1 — % o> % and w € (& VA, 1A (a+ ) that the dominated convergence

theorem can be applied to interchange the time integrals and the limit in h to obtain

t th—1 1
02, I} (y, ) :/ / dt,, ...dt; }llim EAi,hK(tn,...,tl,t;%y).
0 0 —0

In the following, we show that

n—1

1 .1 N ~ .
%li% EAi,hK(tna ottt y) = /}ng}) EAi,hpfg (,2n) H) Oti—ti1 (Zit1s 20D —t,,, (215 20) dzig.
1=

From the proof of Theorem 6.1, for every fixed n and t,,...,ty, the measure
n—1
Dto... b (2n)dzn = (/ H Ot —t01 (Zit 15 20)Prs—t1 s (Zi 1, 20)d2n—1 . dz1) dzy,
=0
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is a finite signed measure on R?. Therefore, to exchange the limit in h and the space integral, it
is sufficient to show that for all h # 0, there exists p > 1 such that hilAthf: (z, z,) belongs to
LP(|Dty ...+, (2n)|d2p). For r > 0, using the Jensen’s inequality and Lemma 7.1, we can write

,,,,,

/ |h—1Ai,hﬁf:<x,zn>|1+f|ﬁto,i..7tn(znﬂdzn
<C{/ (q(4aVi,, @+ hei — zn) + q(da@Vi,, 7 — 2)) ] P (20

_14(d+D)r
< C/E[th 2 (q(4(1 + r)flavtn,x + he; — zn) + q(4(1 + 7’)716%",,:17 — zn)) ] [Dto.... 1, (2n)|d2n

where in the last inequality, we use Lemma 9.2 (iv). By repeating the arguments given in the proof
of (i), we see that for z € R and h # 0,

14 (d+1)r " n—1

(14D 1+t(d+lr A
/E[Vt"( ’ )q((lJrr)ilEth’x*Z")] I/)tov“'»tn (dzn) ONt ot H(ti*ti+1)7(%vﬂ) < 0.
i=0

That is the function 21 A; 4p;™ (2, z,) belongs to L7 (|7, ...+, (2n)|dz,) for 7 > 0 small enough.

By (34) and Corollary 9.9, one can conclude that the sequence of partial sums Zg:() Oz, I (y, )
converges absolutely and uniformly, which implies

N N
lim Y0 07 (y,0) = Os, Jim D I (y,x) = Oup(,)
=0 n=0

N—o0

for (t,y) € (0,T] x R%. O

7.2 Holder continuity with respect to the terminal point

To prove that the density p:(x,y) is locally S-Hélder continuous in y for 5 € (0,k), we need to
prove that the basic function ,9\,5(%, y)py (x,y) which appears in I}'(y, z) (see (10)) is locally S-Holder
continuous y. The proof of this fact is somewhat long and the computations are delicate due to
the expression (8). Therefore we postpone the proof to Lemma 9.6 in the Appendix. After one
realizes this, we can use the ideas in Theorem 6.1. Therefore we assume the result in Lemma 9.6
and put our current results in a similar framework as in (27) and (29). Recall that 7 is a -Bernoulli
random variable independent of V' and \;, 7; and §; for i = 1,2 are given in Lemma 9.6. That is,
Ai=1-— g + g >0, =1—-Fk+ g > 0 and §; := g, 02 :=0, (y1,72) == (g, #) Recall also the
notation defined (27) and (28), we write

2

Aiy04 7%
Z Wn,Vt

i=1 i=1

Vv, (e, €) = a(Vi +ne + (1 = n)e),

Mw

(X =m(Lon(@Ve+ )™ + L) (@)(Ve +¢)7%) + 0V, ™) (35)

and we recall Gy, (z) defined in Lemma 9.6,

(mm:é Rhwwcc Zwmm )] fide) x do(de).
+><

Theorem 7.3. For a > %, the density pi(z,y) is locally Hélder continuous in y, with Hélder

exponent B € (0, (2a — 1) A k), and the Hélder constant is independent of x and locally bounded in
(t,y) € (0,T] x R™.
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Proof. From Theorem 6.1 and triangular inequality, we have

(2, y) — pe(a,y) < 1 (y2) — Iy, )]
n=0

Therefore, it is sufficient to show that I}*(y, x) is Holder continuous in y and the sum of its the Holder
constants converges uniformly. Similarly to the proof of Theorem 6.1, we separate the estimations
into computations for the time and the space integrals. We proceed by setting (note that ¢y = t)

K(tn,... t1,t;2,9)
n—1

= /ﬁf,’f’ (z,20)GA,, v(21 — Y) H é\tiftprl(Zi+lvzi)ﬁf;7ti+1(zi+17zi)dziJrlel (36)

i=1

and by Lemma 9.6, we have for 8 < k

t tn—1 e o
I (y,z) — I7 (y*, x)| < C\yfy*\ﬁ/ / dt,, ...dty (K(tn,...,t1,t;2,y) + K(tn, ..., t1,t;2,y%)).
0 0

Therefore, it is sufficient to show that

>t tn-1 - o
Z/ / dty...dty (K(tn, ... t1,t2,9) + K (tn, ... t,t2,y*)) < co.
n=170 0

Furthermore, the estimate for the above integrals are identical to Theorem 6.1, except we replace
Wg&‘fﬂtlv(co) in Theorem 6.1 by 37, WA (¢0) as defined in (35).

10,4t
o iy . n—1 54
[((tn, DRI atla t,.’L‘,y) S C" 2"‘O 2 (to - -Ifl)_ﬂy H(tl - ti"!‘l)_(z\/ﬁ)? (37)
=1

where for i = 1,2 and w; € (aV A, 1A (a+ \;)),
~ ~ <a+)\1—w1 atA—wy 01 S M1 72)

()\17"'))‘6) = ) ) ) 5 )
(6] (6] a o0 o «o
*

v = max(xl,...,x6) :/)\\1 VXQ\/X@.

In order to obtain convergence through Corollary 9.9, we need the condition that v* < 1 as well
as % \Y i € (0,1). Using the fact that 8 < k, the parameters w; and ws can always be chosen

such that Xl and Xg is strictly smaller than one and the condition that /):3 \Y XG < 1 is equivalent to
8 <2a—1. O

Note that the parameters (71,72) appearing in Xg, and Xg, as well as i appearing in % \Y, i are
related to the fact that b # 0. Therefore these parameters do not appear in the particular case that

b = 0 and there are less restrictions to be satisfied. This leads to the following result.

Corollary 7.4. In the case, where b =0 then the density pi(z,y) is locally 5-Hélder continuous in
y with 8 € (0, 2a A k).

Proof. The proof is similar to that of Theorem 7.3. From Lemma 9.6, we required that § < k.

The difference here is that since b = 0, one need not to consider )\5 and )\6 Therefore v* given
in (37) is max()q, .. )\4) = )\1 Vv )\2 Vv )\3 The condition )\1 <1 and )\2 < 1 are always satisfied as

discussed in the proof of Theorem 7.3. Therefore, in this case, we require 8 < 2« (i.e. )\3 < 1) and
B < k. O

Remark 7.5. In the case that there is a non-trivial diffusion component, the parameter « plays
little role, and Theorem 7.3 and Corollary 7.4 can be combined and restated as the following. For
a € (0,1) and b # 0, the density p:(z,y) is locally Holder continuous in y, with Holder exponent
B € (0,kAk"), and the Holder constant is independent of = and locally bounded in (¢,y) € R} x R%.
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7.3 (Holder) Continuity in time

To prove that the density pi(z,y) is locally Holder continuous in ¢, we need to show that the
basic function 0;(z,y)p{(z,y) which appears in I]*(y,z) is Holder continuous in ¢. For the ease of
presentation we shall again postpone the proof to Lemma 9.8 in the Appendix.

In the following, our results are stated without the diffusion component. In the case where there
is a non-trivial diffusion component Theorem 7.6 and Corollary 7.8 can be combined and the reader
is refer to Remark 7.11.

Theorem 7.6. For a > L, the density pi(x,y) is continuous in t € (0,T]. In fact, for given
s,t € (0,T), there exists constant Cs; independent of (x,y) € RY x R? and locally bounded  for

s,t € (0,T] such that
P22 9) = s )] < Coa (B [V = Val] o+ |t — 5| 72000 7300),

where B € (O,Hik/\figoll)ﬂ(&a), andX:a—w—l—l—gforwe (av(@—E5) 1A (a+(1-15)).

Before proceeding to the proof, we want to point out that if V is a true a-stable subordinator,
B3
then E [|V; — V,|%] = |t — s|5i and the density p:(x,y) is clearly locally Holder continuous in time

with exponent [ € (0, ﬁ A % A= %) A (1= 5)). In the case where V is an stable-
like subordinators, one can obtain similar results by applying moment estimates results of Luschgy
and Pages [13], if in addition to Hypotheses 3.2, the Lévy measure p of V satisfies the following

hypothesis.

Hypotheses 7.7. The Lévy measure u of V is such that

(i) there exists ¢, a regularly varying function at zero with index —a and y € (0,1] such that
f(w’m) u(de) < () for x € (0,y).

(ii) The function z%p(x) is locally bounded for 0 < z < y.

Proof. First, recall that the density p;(z,y) is given in (30). Furthermore, we assume without loss
of generality that ¢ > s. The quantity that needs to be computed is

t tn—l
|I[L(x7y)—lg(x7y)|§/ / dtr - At | Kttt 20 0)|
s 0

s tn—1
+/ / dty . dtn| K (b, bt 2sy) — K (b, 1, s2,9)]. (38)
0 0

To compute the first term, we set v := % \% i and from (32) and Corollary 9.9, we have
t tno1 t tn—1 , =t
/ / dtl...dtn|K(tn,...,t1,t;ZE7y)‘S/ / dtl...dtntiﬁn(tifti_i_l)i’y
s 0 s 0 i=0

T(1— )" 15 /t (n=1)(1—7) -
t t—1t Tdt
ST+ m-na—y /o (t=t)""dh

1‘\(1 _ ,yl)n—lT(l—'y)(n—l) (t _ S)l—’y
Tt l(l+(n—1)(1—my)) l-7

(39)

the only condition we require here is that v < 1, which is the basic assumption required for existence
of density in Theorem 6.1.

One considers now the second term in (38), the idea of the proof is similar to Theorem 6.1 and
we shall point out only the differences. In the current case, we refer to the notations in Lemma 9.8
and set tg = s and (A1, A2) = (1 — g, 1— g + %)7 (61, 62) = (0, %) and (71,7%2) = (3,5 + %)
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The proof is similar to that of Theorem 7.3. In place of K, we work with

n—1
/pf" (z, Zn)G\IL/{A_v,:1 (21 =) [ Or—tiss (zigr, 205 s, (2ig1s 2i)dzigaden.

i=1

where G\b/{sAthl (21 —y) is defined in Lemma 9.8.

The difference between the current proof and the ones in Theorem 6.1 or Theorem 7.3 (see (36))

is that we first apply Lemma 9.8 and by replace Wgt’f& v(co) by Zle W;‘O“s,zvf (co). Then we
Ay Ve—Viy

convolute the Gaussian densities and from the independent increment property of V', and the fact

that the paths of V' are increasing, we have

| K (tn,...t1,t;2,y) — K(tn, ... t1,8;2,9)]

1 n—1
< [E[M-vP e a-ov [ S, oo TT [ W5, vleontie)|do
0 Ry =1 i=1 /Ry "

R‘

4 n—1
< CUE[|V; - 2 / Sty (contden) [T [ W5, (e atdeo)
R+ =1 i=1 “R+

<CUE[|Vi - Val’] s (s — 1) H(ti_ti-&-l)_%vi

i=1

where 7 is given by

’y:max(aw1+>\l a—ws+ X 6 02 M 'yg>max<'y2’aw2+)\2>’ (40)

o ’ o "alalal« o Q

and w; € (aVA;, 1A (N +a)). In order to apply Corollary 9.9, we require 4 < 1, which is equivalent
to B < ?izal and 1 — @ + iﬁ < wy < 1. The parameter w; can be chosen so as to satisfy the

previous condition if and only if 8 < 5 +k Therefore by combining all the conditions, we require

a>1and B e (0,5 A22)n

7w AN 1) N (0, ). O

Corollary 7.8. If the drift term b =0, then the density function p:(x,y) satisfies

e (2, ) — Pa(, )| < Coat (B[[Vi = Val?] + |t — 5|02,

for 8 € (O,ﬁ) N (0,a), and \=a—w+1-— % with w € (aV (1 — %)71/\ (a+(1-5))).

Proof. Given that b = 0, then « in (39) reduces to % and one need not to consider v, and vz in (40).
The condition 4 < 1 reduces to a — w1 + A1 < a and as explained in the proof of Theorem 7.6, the
parameter wy can be chosen such that o —wy + A; < «, whenever € (0, 2+k) (0, ). O

Corollary 7.9. If the Lévy measure u of the subordinator V satisfies Hypotheses 7.7, then the
density pi(x,y) is locally Holder continuous in t € Ry with Holder exponent I, then

(i)fora>%, ZG(O,ﬁ/\a?ﬂ;a)/\(l )/\(17%)),

(ii) for b= 0,1 € (0, ;55 N (1 = 2)).

where X =a —w + 1 — E withw e (av(1—£),1A(a+(1-4))).

Proof. In the following, we prove only (i), since the proof of (ii) is similar. From Hypotheses 3.2
(iii), we deduce that the Blumenthal-Getoor index of V' is « and by stationary increment, we have

for 5 € (0,a N zﬁk A ?i%{)

E[[Vi — Vil?] = E[|[Vevs—snel°].
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Then under Hypotheses 7.7, one can apply Theorem 2 (b) in [13] to show that for fixed s > 0 and

Be(0,an 52 AL, as [t —s| = 0,

B q 1.9 P i.p
BV, = Val?) = O (1t = sl [[t = sl7 (1t — s|%)F + |t — sl p((t — 5/7)7 ] )

where r € (a,1], ¢ € [p,«] and the term [\t— s|To(|t — s|a)F + |t — s|a (|t — s|é)§} is locally
bounded for |¢ — s| small enough. Therefore, by combining with Theorem 7.6, we can conclude that

the density p:(z,y) is locally Holder continuous in time with exponent [ € (0, g/\(l - %) Al=52).

Remark 7.10. In the case where V is a a—stable tempered a-stable or Lamperti a-stable subordi-
nator, Hypotheses 7.7 is satisfied with ¢(z) := for « € (0,1]. In all three cases, Theorem 2 (b)

(mco‘

n [13], can be applied to show that for § < «

B[V, — Vi|] = O(Jt — 5|%),
as [t —s| — 0.

Remark 7.11. In the case where there is a non-trivial diffusion component, Theorem 7.6 and
Corollary 7.8 can be combined and state as the following. For b # 0 and « € (0, 1), given s,t € Ry,
there exists constant Cy,; independent of (z,y) € R? x R? and locally bounded for s,t € R, such
that

(2, y) — ps(@,y)| < Cor(E Vi — VilP] + |t — 5|5/ F3),

Whereﬂ6(72_’f_k/\2+k, 7) (0, ).

Corollary 7.12. The density p,(z,y) is jointly continuous in (z,y,t) € R® x R? x (0,T).

Proof. Tt is sufficient to combine Theorem 7.2, Theorem 7.3 and Theorem 7.6. O

8 Stochastic Representation

One of the interesting contributions of the working paper of Bally and Kohatsu [1] is that once one
has obtained an asymptotic expansion of the semigroup and its density, it is possible to rewrite it
as an expectation, which maybe used for other applications. Let us introduce the setup given in [1].
This is also the case here if we suppose that the subordinator V' can be exactly simulated.

Hypotheses 8.1. There exist a continuous time Markov chain ()? Z)s>0 such that )/(\'5 = z and the
transition density of X~ is given by

P(X: edr| X2 =y) = H  (9)P!_,(z,y)dz.

u—Ss

/pu Sxy

Let N be a Poisson process independent of the Markov chain X with parameter ¢ and jump
times given by (7;)ien. Given the jump times of the Poisson process N, we define

AZ Ntil AZ 0. AZ AZ
Ih(z) == HT*TNT (XTNT) k=0 HTk-%—l*Tj (XT]‘ )eTk-H*Tk- (XTM_l ) XT,C) Np >1
T  He(2) Nr =0.

Let 77 := Ty, be the last jump of the Poisson process N before T
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Theorem 8.2 (Bally and Kohatsu [1]). Under Hypotheses 8.1, for every g € C°(R%) and h a
probability density function, we have

Pig(y) = ¢<TE [¢-N7 (X2, )T (y)]

- e o
Prh(z) = fTE g*NTpT o (z,XfT)FT(Z)]

pr(a,y) = TE E‘NTﬁTTTT (x,f%)my)}

where Z is a random variable with density h, independent of the Markov chain X and the Poisson
process N.

8.1 A probabilistic representation

To obtain a probabilistic representation of the density, which may be suitable for Monte-Carlo simula-
tion, we derive first a probabilistic representation of the basic functions 0y, ¢, , (zi11, 2:)Pf ., , (zit1, 2i)-
We work in one dimension and for notational simplicity, given n € N and fixed t > t; > ...t, > 0,
weset fori=0,...,n—1, A, V=V, —V;,,, and

i+1 i+1

Q(a(zi)AnHV + cia(zig1), Zit1 — %) B 1>
q(a(zi)Ati+1V + cia(z), Zig1 — 2i) '

L(Cia Ati+1 ‘/7 Zi41, ZT) = (

Note that L can be written explicitly as it is based on Gaussian density functions.

Let N be a Poisson process with parameter A and jump times given by (7;);en and 79 = 0. For
i=0,...,n— 1, we define the following family of mutually independent r.v.’s

]1(0,1](0)
1((0,1])

1 1
n; ~ Berrloulli(i% i ~ Bernoulli(é).

Ade),  law(C?)(de) = 022 gy

N; ~N(0,1),  law(C})(de) = 7i((1, 00))

where the random variables (7);); is used to combine the small and large jumps, while (7;); is used
to combine the jumps and the drift. For simplification, let

Lb7ci17ci27ﬁi7ni (Ati+1‘/7 Zit1, ZZ) =

2(1 — mi)b(2i+1)zi+1 7((0,1))
(ZZ>At1+1 Cll

UC?,C},ﬁi,ni (Zia Ati+1 V) = a(zi)(AtHlV + 771(021(1 - ﬁl) + 012771))

+ 4"71 (1 - ﬁl) L(Czl’ Ati+1‘/’ Ri+1, Z’i) + ﬁlﬁ((L OO))L(0127 Ati+1 ‘/a Zi+1, ZZ)

We define the random variables Z;, , recursively as

Zig =y and Zy,, = Zy +0(Z) (D, V 4+ m(CHL — ) + C275;)) 2 Ny

Theorem 8.3.

N¢—1

pt(ﬂ%y) = e)\t}E()‘ith(a(Zﬁ)Vﬁ?x - Zﬁ) H Lb,Cil,Cf,ﬁ,;,m (ATNt—i‘/? ZTNt—717ZTNt—1:+1))7
1=0

Proof. In the expression (8) of é\ti*tiﬁ—l (2i+1,20)Pf} 1, (2i+1, 2:), we consider first the integral against
u(de) and split it into integrals on (0, 1] and (1, 00). For j = 1,2, by using the independence between
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V and (CY)i=1,....n, we can write

/R E(g(a(zi)Vi + a(zign)es zis1 — 1) — q(a(z)Ve + alzs)e, 71 — 20)) u(de)
(0.0
+ N((la OO))E<L(CZQ7 1+1V Zit+1, ZZ) (a(zi)(Ati+1V + 012)7 i+l — Zl))

The next step is to combine the Gaussian densities. For a fixed n € N, using that fact that the
sequence (1;)i=1,...n is independent of V" and (CY )Z 1,..nforj=1,2,

L(CH, Ay, Vi zign, z)q(a(zi) (A, V 4 CF ), zi1 — 24)

_k((0,1 .
=E <2(1 - U)%L(C}, Ati+1‘/a Zi+1, Zl)q(a(zl)(Atq-HV + Cvl(l - Th))v Ri+1 — Zl))

+E (27/771\/((17 OO)>L<Cz27 1+1V Zit+1, ZZ)Q(a(Zi)(Ati+1V + C?ﬁz)a Ri+1 — zl))

(0,1 S
= E<(2(1 — nz)%lj(cll, AtMV, Zit1, Zz) + 2771‘/1((1, OO))L(OE, At,HlV, Zit1, Zl)>

X g(a(z) (Do, V + C2 + CHL = 7)), 241 — 21))-
The next step is to use make use of 7; to combine the integral with respect to pu with the drift term.
By using independence, the basic function 64, —¢,,, (2i11, 2)D;/_¢,,, (2i+1, 2i) can be written into
Ot (zi1, 20)D5 4, (2i41,20) = E (Lb,C},Cf,ﬁi,ni(Ati+1V7 ziv1,21)qUcz 1 5, (20 Bty V), Zir — Zi)) :

For a fixed n € N, one considers first the space integral a(t,,...,t1,t;2,y) in (9). Using the
independence assumption between (N;)i=1, ., and the increments of V', (;)i=1,...n, (Mi)i=1,...n
and (CY);=1,. ., for j = 1,2, we can write using the tower property of conditional expectations

K(tn, ... t1,t2,y)

= E |: / Q( (zn ‘/t y L — H Lb C 1 71'“71%- (Ati+1 ‘/7 zi+17 Zi)Q(UCiz,C},ﬁ“m (Zi7 Ati+1v); ZiJrl - Z’L)dzlJrl
n— 1/\

=E [q(a(Ztn,)‘/tn y L — Ztn) H Lb,C,il,Cf,ﬁi,m (Atqz+1v7 Zti+1 ’ th)] : (41)
i=0

Next, note that each term I}*(y, ) in the partial sum in (11) can be rewritten into
IM'(y,z) =P(N, = n))\_”eME [K(ﬁ, e Ty 62, Y) ’ Ny = n] (42)

The second equality, follows from that fact that given N; = n, the conditional distribution of the
ordered jump times (7y,...,7,) is given by f;f]l{t>t1> >t,}dty ... dt;. Note that the indices are
inverted in that ¢; corresponds to the realization of the jump 7,_;41 and A,V =V, -V,

Tn—it+1 Tn—i*

Using the fact that the Poisson process N is independent from V., (C})i1. . n, (C3)iz1. .,
(Mi)i=1....n and (n;)=1,... n, we see from (41) that

K(7—17"'7Tn7t;x7y) :K(tnw-'utlat;xay)

ti=Tn—it1
n—1
= E[q(a(Z, Ve, 2 = Z6,) T] Lo.or.ozmom (Btad Vs Zesrs Ze) | Ne = o ()icn |
i=1 i—Tn—i4+1

n—1
= E[q(a(zﬁ)vﬁvx - ZT1) H Lb,Cil,Cff]i,m (ATnf’i‘/’ ZTn—i’ ZTn—i+1) ‘ Ny =n, (ﬁ')i:l...n]
1=0

Finally, by substituting the above in (42), and by using the tower property of conditional expectations
and the law of total probability, we have the result. O
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9 Appendix

Lemma 9.1. For every (z,y,t) € R x R x Ry

(Lo — L@ Coy))(@)| = (@) Vb (2, y)

Yy1=x

+ /R E[q(a(y)V;i + a(z)c,x —y) — q(a(y)V; + a(y)c, © — y)] p(dc).

Proof. By applying the generators (3) and (4) to p{(-,y)(z) and Lemma 3.6, we obtain
(L = LY (B (- y) ()
= b( ) zpt T y
+E| /R /R qla(y)Via + o(x)u = y) — alaly) Ve, o + oly)u — y)ale, w)dup(de)].
N

Yy1=x

The final result will follow from the explicit calculation for r = x,y of the convolution

/R Ga@)Va o + o (r)u — )a(e, w)du = g(a(m)Vs + a(r)e, z — y).

9.1 Estimates and Derivatives for the Gaussian type densities

Lemma 9.2. Suppose M is a positive definite matriz and y € RY. The Gaussian density q(M,y)
satisfies the following properties
(i) Suppose CI < M < CI, for C,C € Ry then for any y € R¢

Y

<g>_2 q(C.y) < q(M,y) < (g) : 4(C.y).

(ii) For any p > 0, there exists a constant C(p), independent of t > 0, such that for any y € R?

ly|*” jy| > HPelvl*/at
t1+§ q(t7 y) = tlT q(2t7 y) < C(p)q(2t7 y) (43)

(iii) For anyy € RY, i,j=1,...,d and t > 0, if CI < M < CI, then

IVya(Mt,y)| < Ct~2q(Ct,y),  ||Via(Mt,y)|r < Ot q(Ct,y).
(iv) Given a positive definite matrizc M and p > 0 then

a(M, ) = ((2m)" det(M)) =T pFg(Mp™ ", 2).
Proof. (i) and (ii) have been proven in [1]. For (iii), we have that

IVya(Mt,y)| < ||(Mt)~ | plylg(Ct,y) < (Ct)~2q(Ct,y) (44)

where the inequality follows from (i), Cauchy-Schwartz inequality and Lemma 9.11. For the second
derivative,

IV2q(Mt,y)||r = (M) yy" (Mt)~" + (Mt) || pg(Ct, y)
<{ I ellyy e (M)~ + (M)~ |7} q(@t, )
< {2yl + (Ct) '} q(Ct,y)
< C(Ct)'q(Ct,y)

(iv) is proved by explicit calculation. O
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Lemma 9.3. Let Mo and My be positive definite d X d matrices so that for any v € [0,1] we have
that for all z € R, CI < M,, < CI for M, := vM; + (1 —v)My. Then for any x € R? there exists
a constant Cgq which depends only on d such that

d
2

C B a _
0(0M1,2) ~ 0o, )] < Ca (G ) [14+C el €M = Molaa(Co).

Let M be a positive definite matriz such that for all z € R4, CI < M < CI. Define v* = v*(x,y) =
argmin{||vz + (1 —v)y|;v € [0,1]}. Then we have for any x,y € R?,
a(M,x) — q(M,y)| < Calz —y|C™2q(C,v*x + (1 - v")y).

Proof. The proof is based on the analysis of the function v — ¢(M,,z). That is, by using the
fundamental theorem of calculus, we obtain that

dvq(My, ) = [—Tr (M, (My — Mo)) + 2" M, (My — Mo) M,z q(M,, z) (45)

Furthermore, standard inequalities for the trace of a matrix through Frobenius norms and properties
of spectral norms together with Lemma 9.2 gives

1
lg(M7,z) — q(Mo, )| g/ |0pq(M,, )| dv
0

1
< / [Tr (M1 (M — Mo)) + | M 3] My — Molla||?] g(M,, x)dv
JO

d
o\z: ! B ) B
A <C> / (1M, | # ]| My — Mol + C~2| My — Mo||2|z[?] ¢(C, z)dw.
& 0
The proof of the second assertion is similar. o

Lemma 9.4. For (z,y,t) € R? xR xR,, ¢ >0
la(a)Vi + a(@)e,x —y) — a(a(y) (Vi + ),z — y)| < Ce(Vi+ )=~ Hq(2a(Vi + ¢),z — y)

Proof. The proof follows by direct application of Lemma 9.3. In fact, taking M; = a(y)V; + a(z)c,

My =a(y)(Vi +¢), C=a(Vi+¢), C = a(V, + ¢), we have by applying Lemma 9.2
lq(a(y)Vi + a(z)e,z —y) — q(a(y) (Vi + ),z — )|
a) ?
<Ca (2) [(alVi+ ) telo =yl 4 alViot o) Pele ] falVi 4 0)a - )

< Ce(Vi +¢)~ 0= Dg(2a(V; + ¢),x — y).
O

Lemma 9.5. Given y,y* € R and § € B(y*, |y — y*|), suppose |y* — y|?> < v, then for any ¢ > 0

1\ 4/2
q(Cv,xz —§) < (1—}—;) e%q(Cev,x—y*).
Here C.:= C(1+1).

Proof. Using Young’s inequality, we have that for any e > 0, |z[> — (1 +¢)|y|> < (1 + 1)z — y|?, we
obtain that

1 * — * * = * * *
I+ )e—y =@y = le-y P -+ lp-y >z -y - A+ly -y
On the set |y* —y|? < v, we have that (1+ 1)z —y* — (§—y*)|* > |z —y*|> — (1 + €)v and therefore

lz—g|? —1]z—y*|%
e~ Tzc‘yu‘ Se_(H'%) ‘$2gv ec. O
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9.2 Preliminary estimates

In the following, we prove that 8(z,y)p(x,y) is locally Hélder continuous in y. In the case where
there is a non-trivial diffusion component the Hdélder parameter 5 in Lemma 9.6 takes values in
0,k NE).

Lemma 9.6. The function 0;(z,y)p (x,y) is locally B-Hélder continuous in y with 3 € (0,k). More
explicitly,

(G, (z —y) + G (z —y))

10 (2, )P (2, 9) — 00 (2, y")PY (2,4%)] < Cypye

where we set A\ 1= 1—§+§, Ao 1= 1—k+§ and 61 := g, 02 :=0, (7,72) = (%—i—g— g,#) and
using the notation introduced in (27) and (28), we set

Gy, (x) ::/ [ (8V, v, (c,e) ZW?IVi i } 1(de) x do(de),
R+ xR
which is finite by Hypotheses 3.2.
Proof. Given y,y* € R?, we use (8) to divide the analysis in various terms,

602 y)PY (@,9) = O,y )Y (@,y")] < B[ () Vag(aly)Visw — y) = b(a) Vaglaly)Viiz — o)

+| [ ala@)Vi +a(z)e,z —y) — q(aly) (Vs + ¢), z — y)u(de)

R

= | 4l Vi +atw)e = 47) — ol ) Vi + ). = (o). (46)

The method is to break the computations on different sets. We will use frequently Lemma 9.3 and
Lemma 9.2 without any further mention.

The drift term of (46) on the set |y — y*|> >V,

For any y,y* € R, we compute the term within the expectation of the first term in (46).

-

_1 1+8
[b(x)| % |Vaq(a(y)Viz — )| < OV, 2q(2aVi,z —y) < Cly — y* [PV, q(2aVi, 2 —y).  (47)

This implies that on the set |y —y*|> > V4,

148
[b(2)| x| Vaa(a(y) Ve, 2—y) = Vealaly" Vi, 2 —y*)| < Cly—y* |’V = |a(2aV, a—y)+q(2aVi, 2 —y") .

The drift term of (46) on the set |y — y*|? <V,
From (5), we have that the difference will be analyzed term by term as follows

Vaa(a(y)Visx —y) — Vaq(aly)Ve, o — y*)| < A1+ Ay
Ay = OV (aly) ™ —aly") (@ —y) +aly™) T " = v)lalay) Vi, z — y)
Ay = OV aly) ™ & — ) lala(w)Ve, 2 — ) — alaly Ve, — 7).

For A; it is enough to note that for invertible matrices A and B,

ATl —B =AY (B-AB". (48)
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and we will use this property repeatedly through the proof. Therefore using Lemma 9.2

1
A <OV ly =y 1"V + ly = v Dalay) Vi, — ).
Finally using |y — *|*> < V; we have that

1—k+8 1+8

AL <Cly—y* P (V7 2 4+ V] 2 )g(aVs,z —y). (49)

As is analyzed using the following properties; (i) uniform elliptic assumption, (ii) Lemma 9.3 (as
done in the proof of Lemma 9.4), and (iii) Lemma 9.5 in order to replace x — a*y — (1 — o*)y* by
2 — y in the second Gaussian density and then finally apply Lemma 9.2 (ii). That is,

Ay <OV Mz — v |(lala(y™) Vi, 2 — y*) — q(a(y) Vi, — y*)| + la(a(y) Vi, — y*) — q(a(y) Vi, z — y)])
<OV e —y*|(ly — y*[Fa(2aVi, 2 — y*) + Vi 2|y — y*la@Vi, o — o'y — (1 — o*)y"))
<OV, *(ly—y 1"+ V2 ly—y*)a(4av,, z — y*)

1-k+B

<Cly—y (v, 2

_ 148
+V, 7 )q4aV,z —y*) (50)

where the last inequality follows from Lemma 9.5.

Analysis of the integrals in (46) on c € (0,1] and |y — y*|> > (V; + ¢)

It is sufficient to consider only the integrand of the second term in (46) with the following decom-
position

lg(a(y)Ve + a(@)e,x — y) — qla(y) (Vi + ¢),x = y)| + la(a(y")Ve + a(@)e,z — y*) — qla(y™) (Ve + ),z — y")|.
Both terms both are treated similarly. In fact for the firs term, we have from Lemma 9.4

la(a(y)V; + a(@)e,z —y) — q(aly) (Vi + ),z — y)| < C eV + )"~ Dg(2a(V; + ¢),z — y)
< Cely -y 1P (V + &)~ 0= q(2a(V, + ¢),z — y).

Therefore, we see that the integral of this term against p(dc) can be bounded by
Cly —y*|° / (Vi + )~ 0= (q(2a(Vi + )2 — ) + q(2a(Vi + ¢), z — ")) fi(de), (51)
(0,1]

which is integrable by Lemma 3.3 (ii) and Lemma 9.14.

Analysis of the integrals in (46) on c € (1,00) and |y — y*|*> > (V; +¢)
From triangular inequality and Lemma 9.2, (i),

lg(a(y)Vi + a(z)e,x — y) — q(a(y)(Vi + ¢),x — y)| < Cq(@(Vi +¢),z — y)
< Cly—y 1P (Vi + )~ q@(Vi + ),z — )

and this implies that the integral against u(de) can be bounded by

[N}

C‘Iy—y*lﬂ/[1 )(Vt+6)‘ (q@Vi + c),x —y) + q(@Vi + ),z — y*))fi(dc). (52)
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Analysis of the integral in (46) on c € (1,00) and |y — y*|?> < (V; +¢)

Again we look only at the integrand in (46) and decompose it as follows,

lg(a()Vi + a(z)e,x —y) — qlaly*) Vs + a(z)e,x — y*)
+a(a(y) (Ve + ),z —y) —qlaly”) (Vi + ¢).x — y*)| = [ + L.
Firstly, the term I; can be upper bounded as follows
I < |q(a(y)V; + a(z)e,x — y) — q(aly™)Vi + a(z)e,z — y)|
+ lalaly)Vi + a(@)e,x — y) — q(a(y*)Vi + a(z)e,x — y*)| = Lia + Lo
These terms are estimated using Lemma 9.3 and Lemma 9.2. In fact, one obtains
Ln <O+ (Vi+ o) o=yl (Vi + o)y — v [*Veg(@(Vi + ¢),2 — )
< OVi(Ve+e) Hy —y*[Fa(2a(Vi + o),z — )
< Cly —y*[*a2a(V; +¢),z —y).
< Cyyely =y 1Pa(2a(Vs + ), — y).
Lz < Cly =y (Vi + ) 2q@(Vi +¢),a’y + (1 - a*)y" — )
< Cly =y 1P (Vi + )" 2q(2a(Vi + ),x — y).

Note that Lemma 9.5 has been used in the last inequality. This shows that

B
2

I, < Cy,y* Yy — y*|ﬁ((vt + 6)7

+ 1)q(2a(V; + ¢),z — y*).

The second term Iy can be estimated similarly. Therefore on this set, we see that the integral against
u(de) can be bounded by

Cy,y*

y—yP? /( (O s )gatvi + o),y (53)

The analysis of the integral in (46) on c € (0,1] and |y — y*|*> < (V; +¢)

We have to consider again the integrand with respect to p(dec) in (46). The problem here is how to
obtain a factor of the order ¢ as in the case ¢ € (0, 1] so that one may have integrability through
i(dc). On the other hand, the analysis has to be made so that terms of the type |y — y*| appear
in the analysis for which we can use Lemma 9.2 in order to obtain the Holder property. For this
analysis, we consider the following decomposition of the integrand in (46).

Ar=q(a(y)V; + a(@)e,x — y) — qla(y)Vi + a(z)e,x — y*) = qla(y) (Vi + ¢),z — y)
+q(a(y) (Vi +c),z —y")
Ag i=q(a(y)Vi + a@)e,x — y*) = qa(y)(Vi + o), 2 — ") — q(a(y™)Vi + alz)e, = y7)
+qla(y”) (Ve +¢),z —y7).
The analysis of Ay will follow along the same lines as in the case ¢ € [0,1] and |y — y*|? > (V; + ¢)
because we will obtain the factor ¢ by naturally analyzing terms in pairs. The term A; will require

first, an application of the fundamental theorem of calculus before decomposing it again in order to
obtain the required integrability factor c. In fact,

A = / (2= vy — (1= 0)y") " { (y)Vi + a@)) " ala(m)Vi + alw)e, — vy — (1 = v)y")
0

—(a(y) (Vi + ) tala(y) (Vi + ¢),z —vy — (1 - ’v)y*)}(’y —y’)dv.
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We further decompose the term within brackets by taking differences term by term to obtain using
(48), the decomposition

We see that in A5 1, the factor ¢ has already been obtained. In A; 5, an application of Lemma 9.3 will
give the required factor c as it always appears in the difference between the covariance matrices being
considered. We now give each estimate using Lemma 9.2, Lemma 9.3 and Lemma 9.5 repeatedly.

[z — vy — (L= 0)y") T A1 V|(z — vy — (L= 0)y*)T Ay s
< Clla(y) — a(@)||r(V; + ¢) " 2cq(4a(Vi + ),z — y).

1

Therefore using that |y — y*|'=# < (V, + ¢)" 2", we have

1
A < C/ la(y) — a(@)|| (Ve + )" Peq(4a(Vi + ), 2 — y)dv |y — y7|
0
_ <2 * _
< Clla(y) — a(@)llr (Vi + &)~ "2 ely — y*Pq(4a(V; + ¢),z - y)
To continue, we apply Lemma 9.2 (ii), to obtain
A1 S O(Vi+ )3 (Vi 4 ¢) " ey -y Pq(8a(Vi + <), x — )

< CO(Vi+ ) 5 ey -y Pq(8a(Vi + ¢), x — ) (54)
Similarly, we perform the estimation for A, using the same ideas and the proof of Lemma 9.3. To
do this, we let Al := a(y)V; + (va(x) + (1 —v)a(y))c and A2 := a(y*)V; + (va(z) + (1 — v)a(y*))e.
Then we perform the calculation as follows

1
A = *C/O [Tr ((4}) " (a(y) = a(@))) + (@ = y") T (A4) " aly) — a@)(A,) " (@ — y)] a(Ay, @ —y7)

= [Tr (A7) Haly") = alx))) + (@ —y*)" (A7) "Haly*) — a(@)) (A7) (z — y")] ¢(A], = — y*)dv.

As with A1, now that we have obtained the integrability factor ¢. Next, we have to analyze the
differences term by term in order to obtain |y — y*|. That is,

1A~ = (A e < CIAD P I  rllay) — aly)llr(V: + )
< O+ ) laly) —aly")llr < OV + )y — v [*
<CW+e) )y =y,

Furthermore, using Lemma 9.3, Lemma 9.2 and [|a(y) —a(2)|r < C(|z —y*|¥ + |y — y*|¥), we obtain

Ay SCC{(V% +0) Oy =y Pl — '+ ly = 1) + (Ve + )My — y*l’“}q(ﬁ(Vt +e),x—y")
+Ce(Vi+ o) o —y**ly — v*[*q(2a(Vi + ¢), z — ")
<Cely — y I{ (Vi + & OB 4 (Vi + 0705 hga (Vi + o), — ). (55)

The result then follows by putting all together all the estimates in (47) (49), (50)~(55) and consid-
ering the smallest and biggest powers of V; or V; + c. OJ

Remark 9.7. The choice of the condition |y — y*|? > V; + ¢ (or V;) cannot be altered due to
Lemma 9.5.

The following lemma gives the Holder continuity property in V;—V; for the function 0, (2, y)pY(z,y).

In the case where there is a non-trivial diffusion component, the parameter 5 in Lemma 9.8 again
takes value in (0, «). This is to guarantee the finiteness of the S-moment of V.
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Lemma 9.8. The function é\t(a:, y)pi (z,y) is continuous in t € Ry. Furthermore, for any 8 € (0, )
there exists constant C' independent of x,y,t such that for s <t

10, (2, y)BY (2, y) — Os (2, y)PY(x,y)| < CE[|V; — Vi|°GHr, (2 —y)]

where A is a random variable independent of all other random variables and it has the law L 5 (0o (dv) +
01(dv) + 1 1ydv). Furthermore we set for v € [0, 1]

Vo, m, (¢, ¢) :==a(H, +nc+ (1 —n)c),
Gy, (@) = / E[q(8Vy,m,(c ngv‘f ()] fi(de) x 8o(de).
R+><]R

Here (A1, X2) == (1= 4,1 - %+ £55), (61,62) == (0,125), (11,%2) = (3,3 + 125) and H, =
H,(t,s) :=ovVi+ (1 —v)Vs.
Proof. Given s,t €

(0,
10: (2, y)BY (2, ) — B4 (2, y)PY (2, )| < Eﬂb )" Veq(a(y)Vi,x —y) — b(z)" Vagla(y)Ve, z — y)|

+ | i q(a()Vi + a(z)e,x —y) — q(a(y) (Vi + ¢), z — y)u(de)

- | latatw)Ve + a@)ex =) = ala)(Vi + o). o = )] ()] ] (56)

T, we assume without loss of generality that s < ¢t and we compute from (8).

The method is to break the computations on different sets like Lemma 9.6. Although many estimates
are obtained in a similar fashion as in the proof of Lemma 9.6, we do them here for the sake of
completeness.

The drift term in (56) on the set |V; — V|77 <V,

We compute using (5) as follows; first, use the fact that b is bounded and the triangular inequality
to obtain,

()" Vaa(a(y) Ve, — y) = b(z) " Vaa(aly) Vs, « — y)l
< ClVi taly) e — yala(y)Ve. o —y) = Vi haly) ™ @ — y)ala(y)Vs,z — y)]
<C (Vi =V ala)Vis e —y) + Vi Hala(y) Ve, — ) — ala(y) Ve, = y)|) a™ o — yl.
Then to compute |q(a(y) Vi, z — y) — q(a(y)Vs, 2 — y)| we make use of (5) and
a(Vi + (1= v)Vi) < Ay = a(y) (Vi + (1 = v)V5) < aVe + (1 - v)Vs). (57)
We follow the proof of Lemma 9.3 and we use a combination of (57) and Lemma 9.2 (ii), to obtain

lq(a(y)Vi,x —y) — qla(y) Vs, z — y)] (58)

1
< ClV, = Vi /O A I Flla)lF + 1AT 3 la@) 2l — y[*] a(Av, @ — y)dv

1
< C/ Vi — Val(0Vi 4+ (1 — 0)Va) "q(2a(oVi + (1 — 0)Va). 2 — y)do.
0

By using the above, we can write

[b(2) " Vaa(a(y) Ve, — y) = b(2)" Vaa(aly) Vs, z — y)l

_3 T — Vi s —
<oV - Vilg(@vie - +c/ V‘Wty” fv)",s)q@a(vm(l COV)z— gy

N 1
SCVs_f\Vt*Vs\ﬁq(ﬁVt,xﬂu)+CVS_§|Vt*Vs|ﬁ/ g(4a(wV, + (1 —v)Vy),z —y)dv  (59)
0
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where in the last inequality we have used the fact |V; — Vi|'=# < V,, Lemma 9.2 (ii), the fact that
v is positive and V; > V.

The drift term of (56) on the set |V; — V,|!=# >V,

It follows directly from the triangular inequality on (5), the fact that |V; — V,|*=# > V; and V; > V.
[b(2)" Vea(a(y) Ve, x — y)| + b(2) T Vag(aly)Vs, z — )]
< O ViV T (g w — ) + a(@Vi,w — ) (60)

The jump term of (56) on the set c € (1,00) and |V; — V,['# <V, +¢
The integrand in (56) is decomposed as follows,
|a(a(y)Vi + a(z)e,z = y) — a(ay)Vs + a(@)e,z — y)| + |a(a(y) (Vi + ¢),x — y) — a(ay)(Vs + ¢), 2 — y)]

We compute only the first term, since the method is similar for the second term. By application of
Lemma 9.3 and Lemma 9.2 (ii) (similar arguments as in (58)), we obtain

la(a(y)V; + a(z)e,x — y) — qaly) Vs + a(x)c,x — y)|

1
<OV -V, / (Vi + (1 — )V, + €)~1q(2a(0(Vs — Vi) + Vi + 0), @ — y)dv
0
1
<CVi= Vil [ a2a(u(Vi = Vo) + Vit c) = )i, (61)
0
where the last inequality is obtained by using V; > V, and then |V; — V,|'*=# <V, +c.

The jump term of (56) on the set ¢ € (1,00) and |V; — Vi|'7# >V, +¢
It follows directly from triangular inequality and the fact that [V; — Vi|*=8 >V, + ¢,

la(a(y)V; + a(z)e,x — y)| + a(a(y)Vs + a(z)e,z — y)| + |a(a(y) (Vi + ¢), z — y)| + |q(aly) (Vs + ¢), z — y)|
<OV, = Vil* (Ve + ¢) 7% (g(@(Vi + ), & — y) + q(@(Vs +¢), 2 — ). (62)

The jump part of (56) on the set c € (0,1] and |V; — V,|*# >V, +¢

The integrand is decomposed in the following way

la(a(y)Vi + a(z)e,x — y) — q(a(y) (Vi + ¢), z — y)| + |q(a(y)Vs + a(z)e,z — y) — q(a(y) (Vs + ),z — y)|
and again we compute only the first term. Due to Lemma 9.4, we have

la(a(y)Vi + al(z)e,x — y) — g(a(y) (Vi + ¢),x = y)| < Ce(Vi+ )"~ q(2a(Vi +¢),x — y)

< C Vi — VilP(Vy + )" O3+ 158) g(2a(V; + ),z — v). (63)

The jump term of (56) on the set ¢ € (0,1] and |V; — Vi|'# <V, +¢

Without loss of generality assume s < ¢t and v,v* € (0,1), weset A, ,, := a(y)Vs+(va(z) + (1 —v)a(y)) c
and note that

Q(Vs + C) < As,v < a(Vvs + C)
a(WVi+ (1 —=v)Vo+c) <v'Ap+(1—v")As <a@ Vi + (1 —v")Vs +0) (64)
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and A, , < A;,. By using (45), we can write

[(qla()Vi + a(z)c,x —y) — q(a(y)V; + a(y)e,x —y)) — (¢(a(y)Vs + a(z)c, z — y) — q(a(y) (Vs + ¢), @

1
< [ 1T (A2 1000) — ) A = ) — T (A5 000) — ) v — )|
Hlef- )TA a@) ~ AT ~ 1)) d(Assz )
—c[z—y) A, (alz )—a(y))At,i(fE—y)] 4(Aro,z —y)|dv. (65)

Using the fact that Tr is a linear function, the first integrand can be bounded by,

e Tr (A7 (a(x) — a(y))) ¢(Asw,z — y) — ¢ Tr (A7) (a(z) — a(y))) q(Atw, z — y)]
= [eTr ((A5s — A7) (a(z) — a(y))) a(Asw, x — y)

+eTr (A7) (a(z) = a(®))) (¢(Asw, = y) — ¢(Arw, z — y))| (66)
< cCllATY — Allple — yl*q(As v,z — ) + cCl A I Flz — Yl lg(As o, 2 — y) — q(Ar, 2 — y)].

Furthermore, noting that ||A;; — A;iHF <A Pl Asw — ;5”1:7
< Ol AP AT P IVe = Ville — yl*a(As o,z — )
+CC||A ||F|l'_y| |Q( s,vy L _y)_Q(At,U;x_y”
< OV = Vo P (Vi + c)_(l_f) (2a(Vy +¢),z —y)
+ Ol Az lple = yl*la(Asw @ = y) = a(Atw, 2 = y)|. (67)

To compute the second term above, we use (64) and again applying the result of Lemma 9.3 in a
similar fashion as in (58) we obtain

V|q 2&( *w+(1_v*)%+c)7m_y)dv*

Vi —
As vy T - A vy L < C 68
(e~ 0) = s -] <€ [ e (65)
To finish, we notice that the second term in (67) can be bounded above by
Lot
CV; = VP (Vi 4 ¢)" 0= / (4a(0 Vi + (1= v")Vi + ),z — y)dv’. (69)
0

Here we have used the fact that the process V is increasing. Using the triangular inequality, the
second term of the integrand in (65) can be estimated by

< Clo —yPllA7 (a(z) = a(y)) AT, — Ay (al@) — a() A, llpa(Asw. @ — )
+cCla =y AL Fla(Asw, @ = y) = a(Aro, — y)l. (70)

To compute the first term above, we notice that

1AZ 3 (al) = a(y) AL, — Ary(a(@) — a(y) A, |l

= 1475 (a(z) — a(y) AL, — Ay (a(@) — a(y) A, + Apy(alz) — a(y) AL, — Ay (a(@) = a(y) A, |l

and by triangular inequality, uniform ellipticity and V < V;, we obtain the next three inequalities
respectively,

< ClAL = Aryliple —yl* (1AZ I + 1472 F) (71)
<Ol A — Allple =y (Vs + o) + (Ve + o))
< CllAs, — Anslrle —y* (Ve + o)
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By combining the above computations, (70) can be bounded above by
< Cla =y A FIAL Ve = Vil (Vi + ) a(Aspo, 2 — )
+ cCla — yP A 7 la(As v, 7 — y) — a(Arp, w — y)]
< Cla —yP (Vs + ) |Ve = Vila(@(Vs + ¢),x — y)
+cCla =y IR a(Aso, 7 = y) — a(Arwsz = y)l. (72)

Using Lemma 9.2 (ii) and the fact that |V; — V|~ < V, + ¢, the first term above is bounded by

cC|Vi = Vi|P (Vs + )"0~ 2g(2a(V; + ¢), 2z — y), (73)

and for the second term in (72), we first use (68) and the |z —y|? term (leaving |z — y|* to be treated
separately) is treated using Lemma 9.2 (ii), then the ||At_5 |% term is treated using (64) and the fact
that for v* € [0,1], v* A, + (1 —v*) A < Ay

The last inequality below follows from application of Lemma 9.2 (ii), the fact that |V; — V,|'*=# <
Vs +cand V; > V,. That is,

clz — yP A Fla(As, @ — y) — q(Abw, 2 — y)]

1
< cCle — y|k|Vt — VS|/ (V; + c)_Qq(46(v*Vt + (1 —=v")Vi+c),x —y)dv*
0

1
< CIVy — Vi P(V, + ¢)=0= 9 / (8a(0*V, + (1 — 0" )V, + ¢), 0 — y)dv™. (74)
0

By combining (67), (69), (73), (74) and applying Lemma 9.2 (ii), we obtain the following upper
bound for the jump part of (56) on the set ¢ € (0,1], |V; — Vi|' 8 <V, +c.

1
cClVi = Vil (Vi + €)% (q(8a(Vs + o),z — y) + / q(8a(v* Vi + (1 = v")Vs +¢),x — y)dv™) (75)
0
Finally, the claim of the lemma is obtained by combining (59)~(63) and (75) (and by applying
Lemma 9.2 (i) whenever necessary to obtain the factor of 8 in the variance). O
9.3 Beta estimates and convergence results

Without lost of generality, we assume to > 1,

Corollary 9.9. For p> —1, v1 <1 and 72 < 1, then for n large enough,

to th—1 n—1 (t(l—’u)\/(l—’yz)l—\(l — \Y ))n
Aty ... dty th(to—t1) 772 | [ (ti = tiga) ™™ <51+ p)-2 T
/0 /0 it —00) 772 [Tt = te) ™ <0+ p) o g

=1

Proof. The result essentially follows from the following observation. For 1 —j > 0 and 14+ p > 0
and setting s = ut,

I+ p)I'(1 —J)
Fl+p+1—3)°

t
/ sP(t —s)Jds = t'T I B(1 + p,1 — j) = tPTII (76)
0

One can then conclude by iteration. That is,

to tn—1 n—1
/ / dty ... dty t(to — t1) 7> [ (8 = tin) ™
0 0
I(

=1
L+ p)D(1 = )" /t pt(n—1)(1—~1) _
= dti1t to —t1) 2
T+ p+ =D —m) J, N (to —t1)
_ =D -+ D+ p)P(1 — )" T = 2) '
’ T(1+p+n—1)(1—mn)+(1—12)
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For ty > 1, we have ¢~ D07 mH(1=92) < yn0=mA%) 40 q 4 40 < 1, then "D mHI=2) <

tg(k%v%). While, for n large enough, I' is an increasing function, therefore

TA+p+ (=10 =m)+ (1 =92) 2TA+ (1 =)V —1))n)
=T +n(1l—v Av))

which concludes the proof. O

9.4 Auxiliary identities and estimates

The proof of the following elementary lemma is straightforward.

Lemma 9.10.
(i) Given p € (0,1), then for any ¢,x € Ry we have
(c+x)P < 2P(cP + 2P). (77)

(ii) Forb,d € R andt € [0,T], there exists some constant Cqp 1, such that

t?+1" < Capr t7. (78)

Lemma 9.11. Given a positive definite matrix M, if al < M <al, then %I <M '< %I

Lemma 9.12. For j >0, ¢ >0 and any x € R,

(c+x)7j=1"(j)_1/ eslet) =1 s,
Ry

Proof. By using the time change s (¢ + ) = k the result follows from the definition of the Gamma
function. O

Lemma 9.13. If m is a positive concave increasing function on Ry, then for a € (0,1), j > 0 and
constant A independent of s and t, we have

/ Sj—le—sam(s)tAdS < Coch t_i

R, s

where Cq ;1 15 independent of t.

Proof. The function m is positive increasing and therefore bounded below on (1, 00), which gives

/ ijlefm(s)s“tAdSS/ 8j71d$+/ ijlefsothdS7
Ry (0,1] (1,00)

and to evaluate the second term above, one apply the change of variable s*tC = u, that is s =

(%)1/(1 to obtain

/ s ds +/ s le=s s < Co, (14 t*%) < Cojr =&,
(0,1] (1,00)
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9.5 Estimates for the moments of V'

In this subsection, we compute the moment estimates of the subordinator V' satisfying Hypothe-
ses 3.2.

Lemma 9.14. For any j > 0, we have
E[V, 7] < Co t=%

= »J
Proof. By using Lemma 9.12, we see that

E[V, ] = F(j)_l/R s 1E[e*V!)ds < Cojrt™ &
+

where the second inequality follows from Hypotheses 3.2 (ii) and Lemma 9.13. O
In the following result which is proved by cases on the power parameters A, § and =, for x € R,
we use the notation x4 :=x V0.

Lemma 9.15. Suppose that V' satisfies Hypotheses 3.2. Then for any j > 0, s, > 0 and for any
A> —a, § > —a and v > —a there exist constants C, M € Ry such that

Ap Ve

/ E[e=*+V=VIW) T | (o) []fi(de) < Cem M Tamm@s)Ali=s) ((1 )t —s) T At —s)”
R+

I
N—

a1l o Xpvév
< CG_M Lsom (28, ) A(t—s) (t _ —%ﬂ

Q>

Here A = a — w + A and the restriction on w is w € (a, 1A (A+ ). If A >0 then 2 € (0,1).

Proof. The proof is obtained by estimating each term in (27) in each case. First, we deal with the
case A >0, § > 0 and v > 0. For the first term in (27), we apply Lemma 9.12 to see that, for any
A >0,

/ E [e 5"V (V; + )] ep(de) = F(/\)_l/ / ce AT IR e (5t Vel ds u(de)
(0,1] 0,1] JR,

§I‘()\)*1/ sAflE[e*(s"JrS)Vt]/ ce”*¢ u(de) ds.
Ry (0,1]

Here Fubini’s theorem can be used because the integrand is positive. Since ¢ € [0, 1], we have ¢ < ¢*,
for any w € (a,1). Hypotheses 3.2 (ii) and (iii) can be applied to obtain

F()\)fl/ s)‘fllE[e*(S”*s)vf]/ ce”*° u(de) ds < C”)\_,T/ e (ssn) mlstsn)tA gg
JR, J(0,1] IRy

Notice that m(2s) and s*m(2s) are both positive concave increasing functions in s. Therefore by
Jensen’s inequality

(5 4+ 50) m(s + 5,) > M1 (s%m(2s) + s2m(2s,,)),

and by using the above and Lemma 9.13 to further bound from above by

_npye—1ca Y1 _apje—1_.a _X _pra—1l.a
Ca,)\,Te M snm(2sn)tA/ 8)\ 16 M s m(2s)tAd8 < Ow,a,)\,Tt s e M snm(25n)tA.
R+
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Similarly, for the second term in (27), if § > 0,

E [efante*SCS‘;*le*SVt] ds:ﬂ(l7oo) (C)H(dc)

E[e_(s""rs)vt}s‘s_lds 11,00y (c)p(dc)

/ B[00 L () < / + / +
.

<
Ry

< / ]1(1700)(8)/1(610)/ ef(sn+s)am(sn+s)tA3571dS

+

5 _aja-l.a
< Coz,jt"‘ e M snm(QSn)tA.

where in the last inequality, we have used Hypotheses 3.2 (i). In the case § = 0 the same inequality
is satisfies and the proof follows directly from Hypotheses 3.2 (ii). For the third and last term one
uses Lemma 9.14 and finally the conclusion follows from (78).

Let us now show how to deal with the case A € (—a,0]. The case for § € (—a,0) is dealt with
similarly. By using (77) and Holder inequality,

/]R To,1(c)E [es"Vt(Vt + c)f)‘] i(de) < C’/R Lo,1)(c) (cf)‘]E [efs"vt} + E[Vt_)‘efsnvt])ﬂ(dc)
+ +
1 1
<C T,11(c) (c_’\]E [e7s V4] + E[V{p)‘] PE [e*Y*4] 7 ) [i(de)
Ry
where we chose p > 1 small enough so that —pA — o < 0. Using Hypotheses 3.2 (ii), (iii) and the
fact that ji is a finite measure, one can further bound the above by

Ce—snmsn)tA Cra pe—tA(qsn)“m(qsn)tf1 < Cra pe—qaflsffm(Sn)tA

where in the last inequality, we use the fact m(gs,) > m(s,) and that ¢! < 1. O

10 Final Comments

In this article, we have developed the parametrix technique, using subordinated Brownian motions.
We have shown that this kind of technique allows on one hand the flexibility of choosing the Lévy
measure for the subordinator. On the other hand, it remains to be seen if many properties that
are currently being obtained for stable driven stochastic differential equations remain true also for
stable-like driven stochastic differential equations.

The analysis is done in separate cases which is useful in order to obtain the results. We have
also provided a first glimpse to a stochastic representation for densities of solutions of stochastic
differential equations driven by stable-like processes. We believe that such representations maybe
useful in order to understand the structure of the problem from a probabilistic point of view.

As examples, one may consider infinite dimensional analysis in the sense of the integration by
parts formula. In this case, as an example, one may consider the problem of the integration by parts
with respect to Ny. Other possible applications are: explicit bounds for the density (e.g. it is not
difficult to obtain upper bounds for the density and its first order derivative in the diagonal case
using Theorems 6.1 and 7.2), expansions of the solutions with respect to small parameters and/or
with respect to other distances such as the ones given for stability with respect to the coefficients of
the equation.

11 Glossary

In this section, for the readers convenience, we compile a list of notations used in the paper. This
complements Section 2 on Notations and Definitions.
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B is the Brownian motion,

V' is an a-stable-like subordinator independent of B,

w is the Lévy measure of the subordinator V,

m(-) is a positive concave increasing function.

fi(de) = cle<iyp(de) + Lgosyu(de),

0y (dz) is the Dirac measure with unit mass at y € R.

1) denotes the Lévy exponent of Z,

q(M, ) is the Gaussian density with covariance matrix M and = € R%,

¢ denotes a regular varying function,

b is the drift coefficient of X,

o is the coefficient of associated with the driving Lévy process Z := By,

¢ is the coefficient associated with the diffusion (if X is a jump diffusion process),
L is the generator of process X, solution of the stochastic differential equation (1),
pe(x,y) is the density of the process X,

L7 is the generator of the parametrix or frozen process X z,

pY(z,y) is the density of the parametrix X2,

k is the Holder exponential of a := g0,

a and a are uniform upper and lower bounds for the eigenvalues of a(-),

k' is the Holder exponential of e := ¢(¢7,

n and (n;); are auxiliary Bernoulli(%) used to link the drift part and the jump part,
7 and (7;); are auxiliary Bernoulli($) used to link the small and large jumps,
(1j)jen are the ordered jump times of an Poisson process.

Xi=a—w+ A\ where w € (0, 1A (a+A)) and A > 0,

A V=V, —V,

i+1 i4+17

A'rn—iv = VTn—i+1 - V'rn—i’

zp:=2V0forxeR
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The following are list of notations for objects that are in the main body of the paper. We omit
objects which appears only in proofs.

~

Or(22, 210)0;" (22, 21) = (L7 — L) (7 (-, 21)) (22)

Z=Zz2

Sif@) = [ 1@ 0)5t e 0)dy
1@) = [ £ty
t tno1
I (y, x) ::/ / dty ...dty K(ty,... t1,t;2,y)
0 0
n—1
K(tna v atla t; x, y) = pf (I Zn H etz_t'L«{»l (Zi+17 Zi)ptl—t i1 (ZZ-‘rla ZZ)dZH-lv
i=0

D(t; €, y) = b(.’t)Tvm]/)\?(iL'7 y)

Joy(tz,y) = /(0 , E[q(a(y)V: + a(z)e, z — y) — q(a(y)V; + a(y)c, z — y) | p(de)

Tty (t52,) = /[ Elgfa)Ve-+a(e)e, e — ) gla)Ve +aly)e, )] ).

W (€)= (1= 1) [T, (e + Vi)™ + Laoey (e + Vi) 70| 4937
Vi, (6,8) = (Vi + e + (1= n)e)

Gy, (z / [4(8Vy,.v;(c,©) ZW?}’&?“% J7i(de) x bo(de)
R+ xR

Gy (x) == /R E[q(8V,u, (c, ) ZWQI&’% fi(de) x bo(de).

+><]R
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